1.What is an Operating System?

* Linux (UNIX) / Window98 / DOS / WindowNT

Why so many kinds of OS?
* zF vs. o #? (Efficient vs. Convenient)

* Dependent on users’ need, different OS’s provide
different services.

* CS vs. A hd
OS (B & & JRI+¥)
NW (% i)

* Arun-time environment (PR32 - ¢k IRELEL)

— For efficient and convenient usage of computer
system.
(Performance + User-friendly + Reliable)

- HMW- WiE KHPRFFE
* acontrol program (¢ %)
— Control execution of user programs.

— Prevent errors / misuse
(7 ¥ g I A > enE)
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* Aresource allocator (4 ﬁaiﬂ” » F5 3R iﬂ” » P FRpRLEL)
— CPU time
— Memory space
— File storage (HD)

— 1/ O device

— Shared code / data

(7 #cA #Y 5 jobs 2. P2 & f. ¢ § #FR)
—HRAE CRB BRI U4 R
Fig. 1.1 (on the top of applications =» users)

Applications
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System Goal (what it does)

1. efficient computation (efficiency)

2. convenience for users (user-friendly)
3. reliable (reliability)

4. intelligent (Al)
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* History
— R F A A
w2 Jwik % kb — Application —language (OO)
(1) programmer = operator (£ B4 1 % » - 4 2 2)

— a significant amount of set-up time in the running of
ajob. (- s & > on/off)

— AP i E (dod 4 2 99 A i E)
— programmed in binary
EX.2+3 = 0010 (2)
1001 (+)
0011 (3)

- RFARSEHRA (R F O memory) > s i kA

WEL
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2) #2733 memory s 4 B 4 (7

— 3+ 1% > Tape (sequential access)

PASCAL / COBOL/ FORTRAN
— d Assembler — Compiler
— linker, loader, library, device driver

— loading FORTRAN compiler tape —
running the compiler —
Unloading the compiler tape —
loading the assembler tape —
running the assembler —
Unloading the assembler tape —
loading the object program —
# - 44 compiler

EX.
X=2+1 Operator Operand
Load 2 = 1001 0010
Add 1 1011 0001
Store X 1100 1100
memory
address

— No interactive response, it debug
— iTiBZ
(@) 7 &= 2 operator (operator #* programmer)

(b) batch processing
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(3) simple batch systems — resident monitor
z (a) loader

[o]

(b) job sequencing (ex. KTV /% B/g 51)
(p # transfer control from one job to the next)

(c) control card interpreter
(d) device drivers
(e) interrupt and trap vectors
— reduce set-up time
— improve CPU utilization
— 4% 2k lack of interaction (£t debug)

— control card
$JOB
$USERID
$FORTRAN
(F2.5%)
$RUN
$DATA
data
$END
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(4) Overlapped CPU and I/O operations

(@)

(b)

Off-line processing
(input 2 L @23 2 4&d CPU &%)

Replace slow (speed) input device with faster
units

@ card reader — CPU — printer

now, card reader — tape — CPU —
tape — printer

% &7;3% CPUtime (CPU x% » & H* » pF
T s R)

Tape (logical I/O device)—device independence
%] = ~ # (Ex. Fortran/Cobol)z language * I/O
¥ & B H A% vR- £ 1/O device.

off-line processing 2 # 2 : i * % /f % Tape
%71 > CPU 4 read Tape

Spooling
Disk % §&(Random Access)
Simultaneous Peripheral Operation On-Line

Overlap the 1/0O of one job with the computation
of the others.

3

OS Introduction - 6



|~
ww [2
Z

[o]
=

(1) #& & multi-job # i¢

(2) £ 7 logical I/O device #1+ > & #2552 %

device independence 4+

(3) device independent : #% ;% g3 (7 87 A é * 2

I/O device i i

(4) # CPU ¥ I/O device = busy

(5) buffering it # 1/O #%& iv22 p & & Computation

§

overlap- iz spooling . # % — job 2. I/O 1 i®
¥ {2 % job #computation overlap

R — > Ajob pool

A

CPU | a

on-line processing (* disk)

Virtual device

% i spooling k4 ¢ * & * (dedicated)
device (] : card reader / printer)# 3% = 3 i#
¥ £ % (shared) device (] : disk) » ##&4& &
24 2_ device # & virtual device.
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(5) Multiprogrammed batched systems
— 8 I/O operation - 7*»%:% job

(need job scheduling, memory management, CPU
scheduling)

(6) Time sharing — interactive use (multitasking)
— Terminal (# & CPU,* Timer)
— Debug % %

— Reduce turnaround time

(process)

(need virtual memory management, file system, disk
management, concurrent execution, synchronization,
communication, deadlock detection)

(7) Microcomputer (PC)
(need protection)
(8) Parallel systems
— pEL
(a) Speedup — throughput
(b) Lower cost (as compared to mainframe)

(c) More reliable — graceful degradation
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(a) Symmetric multiprocessing model — each
processor runs an identical copy of the OS.

(b) Asymmetric multiprocessing model —
master-slave

— Multiprocessing vs. Multiprocessor
(%8 vs. #18)

(9) Distributed systems
— %% NW (and PC) cost | speed %
— loosely coupled systems
— no shared memory / clock
— Heterogeneous vs. Homogeneous
— ,gsg‘;

(a) Resource sharing

(b) Computation speedup (load sharing , load
balance)

(c) Reliability (redundancy)

(d) Communication (ex.e-mail)
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(10) Client-Server Model vs. Mainframe + Terminal

File Server (Data sharing)
Printer (Services sharing)

Mail

Server Client

loop
Any request -Send a request
Accept one -wait for a result if any
vd £ T A

(11) Real-time systems

(a) Hard real-time
the system has failed if a timing constant (deadline)
IS not met.

(b) Soft real-time
missing a timing constraint is serious , but does not
necessarily result in a failure unless it is excessive.

— Real-time means on-time , instead of fast.

— Applications
(a) Air traffic control
(b) Multimedia system

(c) Space shuttle

(d) =& 5
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(1)£P+= FRp T AL R B
a (single jOb) vs. 7 1 (multi-task)
multl-programmmg (% #2353 % %) vs. multi-processor
(% rdZiy % 30

(2) & 324 s (7 4 i n data #d F )
batch processing (#+=%) vs. tlmeshanng system (4
F¥ > interactive)

(3) i gfk 7| i (hardware organization)

centralized processing (& # ;%) vs. distributed
processing (%~ $t3%)
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