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Abstract

Information filtering is an area of research that develops tools for discriminating between relevant
and irrelevant information. Users first give descriptions about what they need, i.e., user profiles
represented by a set of keywords, to start the services. A profile index is built on these profiles.
Then, the Web page will be recommended to the users whose profiles belong to the filtered results.
Therefore, a critical issue of the information filtering service is how to index the user profiles for an
efficient matching process. Among previous proposed methods, Wu and Chen’s graph-based index
method can expect to minimize the storage space. However, when the users often change their
interests, the index structure of Wu and Chen’s method needs to be reconstructed, resulting in the
high update cost. Therefore, in this paper, we propose a data mining-based method for the incre-
mental update of the index structure, the updatable tree, to reduce the update cost. In fact, each
keyword could have a weight representing the degree of importance to a user. We apply this feature
to distinguish between long-term and short-term interests. By making use of the property that the
short-term interest has a higher probability to be changed than the long-term one, our proposed
method can locally update the short-term interest, resulting in the low update cost. According to
our experimental results, our method really can reduce the update cost as needed by Wu and Chen’s
method.
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1. INTRODUCTION

The growth of the Web has brought about the rapid accumulation of data and the increasing
possibility of information sharing. When searching the Web, a user can be overwhelmed by thousands
of results retrieved by a search engine, and few of which are valuable. Therefore, many techniques
have been developed on the Web to retrieve useful information. Information filtering is one of the
techniques to help users find what they want [4, 6, 7, 15]. It is classified into two kinds of approaches,

collaborative filtering and content-based information filtering. Collaborative filtering identifies the
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relevant users who own similar interests and provides the data they like to each other [3, 8]. However,
it is not well-suited to locating information for a specific content information need [8]. On the other
hand, content-based information filtering identifies and provides the relevant data for the users based
on the similarity between data and their interests [14].

In this paper, we focus on content-based information filtering. Each user has his (her) profile
which stores a set of keywords that can present his (her) interests [1, 12, 15]. For a profile to match
the document, every keyword that it contains must be in the document [13]. The matched Web
pages are also presented with the associated set of keywords. Comparing data with profiles, the
users who are interested in the data are identified and informed. That is, information filtering can
find good matches between the Web pages and the users’ information needs [9, 10, 11, 14].

In order to match data with profiles efficiently, a profile index is built on these profiles. Indexing
user profiles can reduce the costs of storage space and the processing time for comparing the user
profiles with incoming Web pages. We can use a proxy server which is regarded as a mechanism
to produce Web pages. That is, the Web pages fetched by the proxy server will form the incoming
Web pages for the information filtering service [13]. Two kinds of models that index structures are
based on, vector space and boolean models, are used on the information filtering service. In the
vector space model, user profiles and documents are identified by keywords which are associated
with the weight that can represent its statistical importance, such as its frequency in the document.
Since each keyword has a weight, the vector space model can provide the best match with relevance
ranking. On the other hand, the user may use the boolean model to specify keywords that he (she)
wants in documents received [5, 16]. The boolean model is used to provide the exact match, and
simple to implement. Note that, in fact, the boolean model is a special case of the vector space
model in which all the keywords have the same weight. Both models have their applicable problem
domains.

In [15], Yan and Garcia-Molina have proposed three methods based on the vector space model:
the brute force method, the profile indexing method and the selective profile indexing method. In
[16], Yan and Garcia-Molina have proposed four methods based on the boolean model: the brute force
method, the counting method, the key method and the tree method. To improve the performance
in terms of the storage space on storing the index in [16], Wu and Chen [13] have proposed four
methods: index path with path signatures, index graph with path signatures, index path with profile
sets, and index graph with profile sets.

Among these methods for information filtering, Wu and Chen'’s index graph with profile sets [13]
can expect to minimize the storage space at the cost of the processing time. However, their method
does not concern about the issue of updates. With the concern of updates, the reorganization of

an index structure should be locally operated so that the update cost for reorganizing the structure



is minimized. When someone’s interests are changed, Wu and Chen’s graph-based index structure
[13] needs to be reconstructed from the root. That is, their index structure will be affected globally,
resulting in the high update cost.

Therefore, in this paper, in order to reduce the update cost as needed by Wu and Chen’s method
[13], we propose a data mining-based method for constructing the index structure, the updatable
tree, which supports the incremental update. We adopt the vector space model. Each keyword can
be distinguished between the long-term interest which has the weight greater than or equal to the
threshold and the short-term interest which has the weight less than the threshold. Moreover, we
use a revised version of the Apriori algorithm [2], a well-known data mining method for mining
association rules, to get the large itemset, i.e., the long-term interest, by taking weights of keywords
in profiles into consideration. By making use of the property that the probability of modifying the
short-term interests is higher than that of modifying the long-term interests, we can update the
short-term interests locally to reduce the update cost. According to our experimental results, our
method really can reduce the update cost as needed by Wu and Chen’s method [13].

The rest of the paper is organized as follows. Section 2 presents a data mining-based method for
the incremental update. In Section 3, we show the performance study and make a comparison of
the proposed method and Wu and Chen’s method. Finally, Section 4 gives the conclusion.

2. THE DATA MINING-BASED METHOD FOR THE
INCREMENTAL UPDATE

Based on Wu and Chen’s method [13], when someone’s interests are changed, their graph-based
index structure needs to be reconstructed from the root. In this section, we present a data mining-
based method for the incremental update of the index structure for storing keywords to reduce the

update cost.

2.1 The Proposed Method

We adopt the vector space model. Basically, a profile in the vector space model contains a
list of keywords and each keyword is weighted according to its degree of importance. Hence, each
keyword in the profile is given a weight that signifies its statistical importance. The weight of
a keyword is bounded by (0..1] and weights among keywords are independent. For example, in
profile {car,stock} = {0.9,0.2}, keyword car has a weight 0.9, and keyword stock has a weight
0.2. Therefore, in the proposed method, we take the weight of each keyword into consideration.
Furthermore, we assume that user profiles are clustered so that in each cluster, the user profiles have
similar interests. Our proposed method is then applied in a cluster.

A threshold « is given to distinguish how importance of those keywords is. If the weight of the

keyword is greater than or equal to threshold «, it can be regarded as the long-term interests. The



Profile Keywords/Weight Profile Keywords/Weight
P1 |b,e,h={0.2,0.1,0.2} P1 |c,d, g,i={0.9,0.7,0.8,0.6}
P2 |e f,g={0.3,0.1,04} P2 |a,b,c,i,j={0.7,0.9,05,0.6,0.8}
P3 |d,h={0.2,0.2} P3 |a, b,c,ei,j={0.8,0.6,0.6,0.7,0.9 05}
P4 le,h={0.3,0.4} P4 |c,d,f,g={0.8,0.7,0.8,05}
P5 |a,i,j={0.2,0.4,0.3} P5 |c,d,f,g={0.8,0.6,05,0.7}

(a) (b)

Figure 1: Profiles for the running example: (a) the profiles containing those keywords with the weight
< a; (b) the profiles containing those keywords with the weight > a.

long-term interests are interests that result from an accumulation of experiences over a long time.
On the other hand, if the weight of the keyword is less than threshold a, it can be regarded as the
short-term interests. The short-term interests are interests in events on a day-to-day basis which
change over a short period. By making use of the property of the keywords which are assigned with
the weight, we can reduce the update cost in our proposed method.

In our proposed method, we use a revised version of the Apriori algorithm [2] to get large
itemsets. The Apriori algorithm constructs a candidate set of large itemsets, counts the number
of occurrence of each candidate set, and then determines large itemsets based on a predetermined
minimum support. Because the large itemsets in our proposed method represent the long-term
interests which are not often modified, we modify the definition of candidate itemsets in the Apriori
algorithm. That is, the count of the keyword will be increased only when the weight of the keyword
is greater than or equal to threshold a. Moreover, in the original Apriori algorithm, if the value of
the predetermined minimum support is set too large, it may not generate large itemsets. Therefore,
in our revised Apriori algorithm, the minimum support is dynamically decided to guarantee that we
can get large itemsets. It is calculated by %, where C), represents the candidate itemset
in the n’th round, and Sup(C;) represents the number of occurrence of candidate itemset C; among
profiles.

Take an example in Figure 1 to illustrate the way to get the large itemset. In Figure 1, there are
five profiles which contain a list of keywords with weights and the threshold « = 0.5. Those keywords
with the weight < a are shown in Figure 1-(a), and those keywords with the weight > « are shown in
Figure 1-(b). Because the keyword with the weight > a will become the candidate item, we only use
those profiles as shown in Figure 1-(b) to be the input data. That is, as shown in Figure 2, the large
itemset can be chosen from those profiles shown in Figure 1-(b). Those profiles are scanned once

to generate the one-item candidate itemset, C;, with the support that is the number of occurrence
(242454+34+142434342) __
3 = 2.6. So, we

among them. The minimum support of C; is calculated by
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Figure 2: An example of getting the large itemset

choose only those itemsets {c}, {d}, {g}, {i} which have support greater than or equal to 2.6 to
be L;. Next, itemsets in Cy are generated from the combination of any two itemsets in L;. The
similar process is proceeded until no more large itemsets are generated. The final result of the large
itemset is Ly = {c¢,d, g}. We choose the large itemset with the longest length, the same as that in
the Apriori algorithm.

By using our revised Apriori algorithm, we can get the large itemset from the profiles which
have the weight of each keyword greater than or equal to the threshold. After we get the large
itemset, we divide those profiles into two parts according to the result of the large itemset. One
part contains the large itemset and the other part does not contain the large itemset. Next, those
profiles in the two parts keep on getting the large itemset by using our revised Apriori algorithm,
respectively. We use each result of the large itemsets to construct the index structure, the updatable
tree. Those steps are repeated until no keyword is in the profiles which have the weight of each
keyword greater than or equal to the threshold. Note that the construction of the updatable tree
requires a number of iteration on finding the large itemsets. This may be time-consuming, but it
operates in the off-line manner. Finally, we insert the identifiers of the profiles and those keywords
which have the weight less than the threshold to the index structure according to the path from
the root that those profiles own by themselves. By making use of the property that the probability
of modifying the short-term interests is higher than that of modifying the long-term interests, and

that we always put the short-term interests which have the weight less than the threshold to the
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Figure 3: The updatable tree
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Figure 4: The profile division based on the large itemset {c,d, g}: (a) the profiles not containing the
large itemset; (b) the profiles containing the large itemset.

leaf nodes of the tree, we can update the short-term interests locally.

Let’s use an example shown in Figure 1 to illustrate those steps of constructing the updatable
tree. As described above, we divide those profiles into two parts. We use the profiles as shown in
Figure 1-(b), which have the weight of each keyword greater than or equal to the threshold, to get
the large itemset. At the first time, the large itemset is {c, d, g} representing long-term keywords, as
shown in Figure 2. We create a long-term node to contain the large itemset {¢, d, g} to the updatable
tree, following the root node, as shown in Figure 3. Next, we divide those profiles into two parts:
one part does not contain the large itemset {c,d, g} as shown in Figure 4-(a), and the other part
contains it as shown in Figure 4-(b). Note that, in this way, therefore, only one unique path from
the root node will lead to each profile.

Then, we use those profiles P, Py, P5 which have already removed the large itemset {c,d, g} as
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Figure 5: The profile division based on the large itemset {f}: (a) the profile not containing the large
itemset; (b) the profiles containing the large itemset.

shown in the left part of Figure 5 to get the large itemset {f} again. We can then divide profiles P,
Py, P5 into two parts again: one part does not contain the large itemset as shown in Figure 5-(a),
and the other part contains it as shown in Figure 5-(b). After that, we create a long-term node to
contain keyword {f} to the updatable tree, following the node containing keywords {¢,d, g}. At this
point, there is no keyword with the weight > a in profiles Py, and Ps. So, we create a short-term
node to contain keywords {e, h} as shown in Figure 1-(a), which have the weight less than the
threshold in profile Py, to the updatable tree, following the long-term node containing keyword {f}.
Moreover, we add the identifier of profile P, to the updatable tree, following the node containing
keywords {e,h}. Note that, obviously when the short-term interest is changed, it can be locally
updated. Similar to the previous step, we also create a short-term node to contain keywords {a,
i, j} as shown in Figure 1-(a), which have the weight less than the threshold in profile Ps, to the
updatable tree, following the node containing keyword {f}. Next, we add the identifier of profile P;
to the updatable tree, following the node containing keywords {a,i,j}.

Then, there is only one profile P; that contains one keyword 4 which has the weight greater
than or equal to the threshold. Therefore, we create a long-term node to contain keyword i to the
updatable tree, following the node containing keywords {c,d, g}. After that, there is no keyword
with the weight > a in profile P;. So, we create a short-term node to contain keywords {b,e, h} as
shown in Figure 1-(a), which have the weight less than the threshold in profile P, to the updatable
tree, following the node containing keyword {i}. Moreover, we add the identifier of profile P; to the
updatable tree, following the node containing keywords {b, e, h}.

Similar to the previous steps, we get the large itemset {a,b,c,i,j} from those profiles as shown
in Figure 4-(a). Next, we create a long-term node to contain the large itemset {a,b,c,i,j} to the
updatable tree, following the root node. After the large itemset {a,b,¢,4,j} is removed from profiles
P, and P, there is only one keyword {e} in profile P;. So, we create a long-term node to contain

keyword {e} to the updatable tree, following the node containing keywords {a,b,¢c,i,7}. Then,



we create a short-term node to contain keywords {d, h} as shown in Figure 1-(a), which have the
weight less than the threshold in profile P3, to the updatable tree, following the node containing
keyword {e}. Moreover, we add the identifier of profile P3 to the updatable tree, following the node
containing keywords {d, h}. Finally, similar to the previous steps, we create a short-term node to
contain keywords {e, f, g} as shown in Figure 1-(a), which have the weight less than the threshold
in profile Py, to the updatable tree, following the node containing keywords {a, b, ¢, i, j}. Moreover,
we add the identifier of profile P, to the updatable tree, following the node containing keywords
{e, f, g}. Consequently, the final result for the input shown in Figure 1 is shown in Figure 3.

2.2 The Matching Process

To find a match for a Web page, the breadth first search from the root in the updatable tree
should be conducted. If all the keywords in a node are completely matched with those of the Web
page, the children of this node are then traversed; otherwise, the children of this node are not further
traversed. If the identifier of a profile is reached, it is a match and this Web page is recommended
to the corresponding user.

For example, a Web page contains keywords {a,c,d, e, f,g,h,i,j}. Since, in Figure 3, keywords
{e,d, g} of the left node of the root are completely contained in this page, its children are then
traversed. On the other hand, keywords {a, b, ¢,, j} of the right node of the root are not completely
contained in this page, its children are not further traversed. Then, the similar process is conducted.

Finally, this page will be recommended to the users having profiles P, and Ps, respectively.

2.3 The Update Process

According to our data mining-based method for the incremental update as described above, we
can reduce the update cost as needed by Wu and Chen’s method [13]. For example, in Figure 1-(a),
the weight of keyword f in profile P, is 0.1, it is one of the short-term interests which have the high
probability to be changed over a short period. According to the updatable tree as shown in Figure
3, if the user with profile P is not interested in keyword f, we can delete keyword f from the node
containing {e, f, g}. That is, the node containing {e, f, g} is changed to the node containing {e, g}.

For the deletion of the long-term keyword (interest), [_key, in profile P;, we use procedure Delete
shown in Figure 6 to deal with it. In procedure Delete, we first use keywords of profile P; to locate
the node, W, containing [_key in the updatable tree. If this node is leading to profile P; and the
other profiles, a new long-term node, X, is created to contain [_key, [_key is deleted from node W,
and the children of node W should be reallocated. Otherwise, keyword [_key is directly deleted from
node W. For example, consider that long-term keyword ¢, referred to as [_key, of profile P, is being

deleted from the tree shown in Figure 3. The node containing {a,b, ¢,4,j}, referred to as node W,



1: procedure Delete (I_key, F;)

2: begin /* l_key is the long-term keyword (interest) for profile P; to be deleted. */

3: locate the node, W, containing keyword I_key of profile P; in the updatable tree by using
keywords of profile P;;

4: if W is the node leading to not only profile P; then

5: begin

6: create a new long-term node X to contain [_key;

7 attach node X to node W;

8: attach the children of node W not leading to profile P; to node X

9: if node X has only one child and this child is a long-term node then

10: combine node X with its child;

11: end;

12: delete |_key from node W,

13: if there is no keyword contained in node W then combine node W with its parent;

14: end;

Figure 6: Procedure Delete

[Pa]| |P5][P1]

Figure 7. The updatable tree: (a) after the deletion of long-term keyword ¢ of profile P, from the tree;
(b) after the deletion of long-term keyword i of profile P; from the tree.

is located. Since this node is leading to not only profile P, but also profile P;, a new node, X, is
created to contain keyword c¢. Then, node X is attached to node W and the child of node W not
leading to profile P, i.e., the node containing {e}, is attached to node X. Since node X has only
one child that is a long-term node, node X is combined with its child. Next, keyword c is deleted
from node W. After that, since node W still contains keywords, no further process is proceeded.
The final result of this deletion is shown in Figure 7-(a).

Another example is that long-term keyword i of profile P; is being deleted from the tree shown
in Figure 7-(a). The node containing {i} leading to profile P, referred to as node W, is located.
Since it is the only node leading to only profile P;, keyword i is directly deleted from node W. After



1: procedure Insert (I_key, P;)

2: begin /* l_key is a new long-term keyword (interest) for profile P;. */

3: locate the last long-term node, W, leading to profile P; in the updatable tree by using
keywords of profile P;;

4: if W is the node leading to only profile P; then
5: insert [_key into node W
6: else
7: begin
8: create a new long-term node X to contain [_key;
9: attach the child of node W leading to profile P; to node X;
10: attach node X to node W,
11: if children of node W except node X contain [_key
and are the long-term nodes then
12: begin
13: delete [_key from these children of node W containing I_key;
14: attach them to node X;
15: if there is no keyword contained in these children of node W then
16: combine them with node X;
17: end;
18: if node X is the only child of node W then combine node X with node W;
19: end;
20: end;

Figure 8: Procedure Insert

that, since there is no keyword contained in node W, this node is combined with its parent. The
final result of this deletion is shown in Figure 7-(b).

In Figure 3, if the user with profile P, is interested in keyword d over a short period, we will
insert keyword d to the node containing the short-term interest. That is, keyword d is inserted to
the node containing {e, f, g}, as shown in Figure 3.

For the insertion of the long-term keyword (interest), I_key, in profile P;, we use procedure Insert
shown in Figure 8 to deal with it. In procedure Insert, the last long-term node, W, leading to
profile P; in the updatable tree is located by using keywords of profile P;. If this node is leading to
only profile P;, keyword l_key is directly inserted into it. Otherwise, a new long-term node is created
to contain [_key, and inserted between node W and its child node leading to profile P;. Moreover,
the other children of node W are further checked whether they contain keyword [_key. If yes, they
will merge with node X. For example, a long-term keyword, g, is inserted into the updatable tree
shown in Figure 7-(b) for profile P;. The last long-term node containing {c, e} leading to profile Ps,
referred to as node W, is located. Since this node is leading to only profile P3, keyword g is directly
inserted into this node. The result of this insertion is shown in Figure 9-(a).

Another example is that a long-term keyword, f, is inserted into the updatable tree shown in
Figure 9-(a) for profile P;. The last long-term node containing {c, d, e} which is leading to profile P,

referred to as node W, is located. Since this node is leading to not only profile P; but also profiles
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Figure 9: The updatable tree: (a) after the insertion of long-term keyword g into the tree for profile Ps;
(b) after the insertion of long-term keyword f into the tree for profile P;.

Py and Ps, we create a new long-term node X to contain keyword f and check whether the other
child of node W contains keyword f (lines 7-19 in procedure Insert). This process is proceeded as
follows. First, a new long-term node, X, is created to contain keyword f and the node containing
{b, e, h} leading to profile P; is attached to node X. Next, since the other child of node W contains
keyword f and is the long-term node, this child deletes keyword f and is attached to node X. After
that, since there is no keyword contained in this child, it is combined with node X. The combined
result is shown in Figure 9-(b). Finally, since node X is the only child of node W, it is combined
with its parent, node W.

Note that if a number of insertions and deletions are operated on the short-term nodes in the
updatable tree, these operations modify only the keywords of the corresponding profiles and do not
modify the shared keywords in the long-term nodes among the profiles. Therefore, we do not need
to reorganize the updatable tree. If a large number of insertions and deletions are operated on
the long-term nodes in the updatable tree, these operations will cause the long-term nodes to be
split, resulting in the increase in the number of nodes in the tree and the size of the tree. That
will increase the storage space. At this point, to reduce the storage space, we will reorganize the
updatable tree. Since users’ long-term interests are rarely changed as mentioned before, we do not

need to reorganize the updatable tree frequently.
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3. PERFORMANCE

In this section, we make a comparison of our proposed method and Wu and Chen’s index graph

with profile sets [13].

3.1 The Simulation Model

We generate synthetic profiles to evaluate the performance [16]. The number of profiles is N. To
simplify the study of the effect of the profile size on performance, all profiles have the same length,
K; that is, K is fixed for all profiles. The keywords that all profiles choose are composed of the
set of keywords D. So, keywords in the first profile are chosen randomly from the set of keywords
D. Moreover, the weight of each keyword is chosen with uniform distribution from (0, 1]. The first
profile is called “base profile.” In our assumption, the users with similar interests are clustered into
the same group. Therefore, in order to model the similarity among profiles, the similarity parameter
() controls how similar the new profile and the base profile are. That is, for each keyword in the new
profile, there is a probability @ that it is the same as the corresponding keyword in the base profile.
If it is not, then the keyword in the new profile is picked up at random from the set of keywords
D. There is no duplicated keyword in the profile. Hence, by varying the value of @ from 0 to 1, we
can control the similarity among the profiles. If the value of @ is 0, the keywords in all profiles are

randomly chosen from the set of keywords D.

3.2 Experimental Results

We generate the profiles used in our simulation based on the setting: N = 500, K =5, D = 50,
and @ = 80%. That is, we cluster 500 users with similar interests into the same group. The length
of each profile is 5. The set of keywords is composed of 50 keywords. Moreover, we choose 80%
to decide the similarity among profiles. Furthermore, we have threshold o = 0.5 that is used to
determine whether a keyword is a long-term interest. That is, if the weight of a keyword is greater
than or equal to 0.5, the keyword is a long-term interest; otherwise, it is a short-term interest.

In our simulation, four parameters and their default settings are listed in Table 1. Owing to
that the update process contains the deletion and insertion operations, we can observe the impact
of the ratio between the deletion and insertion operations for the update cost. Moreover, we can
adjust the ratio of the probability of modifying the short-term interests to that of modifying the
long-term interests. Note that in our simulation, there are 100 update operations applied to each
index structure. First, we define a base case, (PD, PI) = (50%,50%) and (PS, PL) = (80%, 20%).
The first pair means that the probability of doing the deletion operation (PD) is 50% and that of
doing the insertion operation (PI) is also 50%. That is, among 100 update operations, there are 50

deletions and 50 insertions. The latter pair means that the probability of modifying the short-term
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Table 1: Parameters and their default settings used in the simulation

Parameter | Default value

(30%, 70%), (40%, 60%), (50%, 50%),
(PDPI) | (60%. 40%). (70%. 30%)

(20%, 80%), (40%, 60%), (60%, 40%),
(PS, PL) | 080%. 20%). (100%, 0%)

PD: The probability of doing the deletion operation
PI: The probability of doing the insertion operation
PS:  The probability of modifying the short-term interests
PL: The probability of modifying the long-term interests

Table 2: A comparison of the update cost (under the base case)

Methods The update cost
Wu and Chen’s method 63
Our method (reduced %) 20 (68%)

interests (PS) is 80% and that of modifying the long-term interests (PL) is 20%. That is, there are
80 out of 100 update operations applied to the short-term interests and the remaining 20 update
operations applied to the long-term ones.

When we do the update operation of the keywords which the user is (not) interested in, first,
we must pass through the index structure to find the profile which the user has. Then, we do the
update operation of the keywords for the user in the index structure. Therefore, the update cost
which we care in the simulation is the number of edges passed through in the index structure during
the update process. According to those parameters in the base case, a comparison of the update
cost in our method and Wu and Chen’s method is shown in Table 2. From this result, we show that
Wu and Chen’s method [13] needs more update cost than our method. On the average, our method
can reduce about the 68% update cost as compared with Wu and Chen’s method.

Next, we study the impact of those parameters on the performance. The first parameter that we
vary is PD, the probability of doing the deletion operation. The range of PD is set to 30%, 40%,
50%, 60%, 70%. The PS and PL parameters are kept as their base values. Under the change of
the value of PD, a comparison of the update cost in our method and Wu and Chen’s method is
shown in Figure 10. From this result, we show that Wu and Chen’s method [13] needs more update
cost than our method. Because the performance result of our method shown in Figure 10 is close to
a straight line, the probability of doing the deletion operation does not influence the performance
in our method. By contrast, when the probability of doing the deletion operation is low, Wu and
Chen’s method needs high update cost. That is, their method needs high update cost when doing
the insertion operation. On the average, our method can reduce about the 64% update cost of Wu
and Chen’s method.

The second parameter that we vary is PS, the probability of modifying the short-term interests.
The range of PS is set to 20%, 40%, 60%, 80%, 100%. The PD and PI parameters are kept as their
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Figure 10: A comparison of the update cost (under the probability of doing the deletion operation)
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Figure 11: A comparison of the update cost (under the probability of modifying the short-term interests)

base values. Under the change of the value of PS, a comparison of the update cost in our method
and Wu and Chen’s method is shown in Figure 11. From this result, we show that Wu and Chen’s
method [13] needs also more update cost than our method. Because Wu and Chen’s method does not
consider whether the keyword is the long-term interest or the short-term interest, the performance
result of Wu and Chen’s method shown in Figure 11 does not relate to the probability of modifying
the short-term interests. By contrast, as the value of PS increases, the update cost decreases in
our method. In fact, the probability of modifying the short-term interests is higher than that of
modifying the long-term interests. Therefore, our method can reduce a lot of the update cost, when
the probability of modifying the short-term interests is high. On the average, our method can reduce

about the 52% update cost of Wu and Chen’s method.
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4. CONCLUSION

In this paper, to reduce the update cost as needed by Wu and Chen’s method [13], we have

proposed a data mining-based method for the incremental update. We take the weight of each

keyword into consideration. The long-term interests have the weight greater than or equal to the

threshold and the short-term interests have the weight less than the threshold. By making use of the

property that the probability of modifying the short-term interests is higher than that of modifying

the long-term interests, we can update the short-term interests locally. From our experimental

results, we have shown that our method really requires less update cost than Wu and Chen’s method.
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