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relevant users who own similar interests and provides the data they like to eah other [3, 8℄. However,it is not well-suited to loating information for a spei� ontent information need [8℄. On the otherhand, ontent-based information �ltering identi�es and provides the relevant data for the users basedon the similarity between data and their interests [14℄.In this paper, we fous on ontent-based information �ltering. Eah user has his (her) pro�lewhih stores a set of keywords that an present his (her) interests [1, 12, 15℄. For a pro�le to maththe doument, every keyword that it ontains must be in the doument [13℄. The mathed Webpages are also presented with the assoiated set of keywords. Comparing data with pro�les, theusers who are interested in the data are identi�ed and informed. That is, information �ltering an�nd good mathes between the Web pages and the users' information needs [9, 10, 11, 14℄.In order to math data with pro�les eÆiently, a pro�le index is built on these pro�les. Indexinguser pro�les an redue the osts of storage spae and the proessing time for omparing the userpro�les with inoming Web pages. We an use a proxy server whih is regarded as a mehanismto produe Web pages. That is, the Web pages fethed by the proxy server will form the inomingWeb pages for the information �ltering servie [13℄. Two kinds of models that index strutures arebased on, vetor spae and boolean models, are used on the information �ltering servie. In thevetor spae model, user pro�les and douments are identi�ed by keywords whih are assoiatedwith the weight that an represent its statistial importane, suh as its frequeny in the doument.Sine eah keyword has a weight, the vetor spae model an provide the best math with relevaneranking. On the other hand, the user may use the boolean model to speify keywords that he (she)wants in douments reeived [5, 16℄. The boolean model is used to provide the exat math, andsimple to implement. Note that, in fat, the boolean model is a speial ase of the vetor spaemodel in whih all the keywords have the same weight. Both models have their appliable problemdomains.In [15℄, Yan and Garia-Molina have proposed three methods based on the vetor spae model:the brute fore method, the pro�le indexing method and the seletive pro�le indexing method. In[16℄, Yan and Garia-Molina have proposed four methods based on the boolean model: the brute foremethod, the ounting method, the key method and the tree method. To improve the performanein terms of the storage spae on storing the index in [16℄, Wu and Chen [13℄ have proposed fourmethods: index path with path signatures, index graph with path signatures, index path with pro�lesets, and index graph with pro�le sets.Among these methods for information �ltering, Wu and Chen's index graph with pro�le sets [13℄an expet to minimize the storage spae at the ost of the proessing time. However, their methoddoes not onern about the issue of updates. With the onern of updates, the reorganization ofan index struture should be loally operated so that the update ost for reorganizing the struture2



is minimized. When someone's interests are hanged, Wu and Chen's graph-based index struture[13℄ needs to be reonstruted from the root. That is, their index struture will be a�eted globally,resulting in the high update ost.Therefore, in this paper, in order to redue the update ost as needed by Wu and Chen's method[13℄, we propose a data mining-based method for onstruting the index struture, the updatabletree, whih supports the inremental update. We adopt the vetor spae model. Eah keyword anbe distinguished between the long-term interest whih has the weight greater than or equal to thethreshold and the short-term interest whih has the weight less than the threshold. Moreover, weuse a revised version of the Apriori algorithm [2℄, a well-known data mining method for miningassoiation rules, to get the large itemset, i.e., the long-term interest, by taking weights of keywordsin pro�les into onsideration. By making use of the property that the probability of modifying theshort-term interests is higher than that of modifying the long-term interests, we an update theshort-term interests loally to redue the update ost. Aording to our experimental results, ourmethod really an redue the update ost as needed by Wu and Chen's method [13℄.The rest of the paper is organized as follows. Setion 2 presents a data mining-based method forthe inremental update. In Setion 3, we show the performane study and make a omparison ofthe proposed method and Wu and Chen's method. Finally, Setion 4 gives the onlusion.2. THE DATA MINING-BASED METHOD FOR THEINCREMENTAL UPDATEBased on Wu and Chen's method [13℄, when someone's interests are hanged, their graph-basedindex struture needs to be reonstruted from the root. In this setion, we present a data mining-based method for the inremental update of the index struture for storing keywords to redue theupdate ost.2.1 The Proposed MethodWe adopt the vetor spae model. Basially, a pro�le in the vetor spae model ontains alist of keywords and eah keyword is weighted aording to its degree of importane. Hene, eahkeyword in the pro�le is given a weight that signi�es its statistial importane. The weight ofa keyword is bounded by (0::1℄ and weights among keywords are independent. For example, inpro�le far; stokg = f0:9; 0:2g, keyword ar has a weight 0:9, and keyword stok has a weight0:2. Therefore, in the proposed method, we take the weight of eah keyword into onsideration.Furthermore, we assume that user pro�les are lustered so that in eah luster, the user pro�les havesimilar interests. Our proposed method is then applied in a luster.A threshold � is given to distinguish how importane of those keywords is. If the weight of thekeyword is greater than or equal to threshold �, it an be regarded as the long-term interests. The3
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we reate a short-term node to ontain keywords fd; hg as shown in Figure 1-(a), whih have theweight less than the threshold in pro�le P3, to the updatable tree, following the node ontainingkeyword feg. Moreover, we add the identi�er of pro�le P3 to the updatable tree, following the nodeontaining keywords fd; hg. Finally, similar to the previous steps, we reate a short-term node toontain keywords fe; f; gg as shown in Figure 1-(a), whih have the weight less than the thresholdin pro�le P2, to the updatable tree, following the node ontaining keywords fa; b; ; i; jg. Moreover,we add the identi�er of pro�le P2 to the updatable tree, following the node ontaining keywordsfe; f; gg. Consequently, the �nal result for the input shown in Figure 1 is shown in Figure 3.2.2 The Mathing ProessTo �nd a math for a Web page, the breadth �rst searh from the root in the updatable treeshould be onduted. If all the keywords in a node are ompletely mathed with those of the Webpage, the hildren of this node are then traversed; otherwise, the hildren of this node are not furthertraversed. If the identi�er of a pro�le is reahed, it is a math and this Web page is reommendedto the orresponding user.For example, a Web page ontains keywords fa; ; d; e; f; g; h; i; jg. Sine, in Figure 3, keywordsf; d; gg of the left node of the root are ompletely ontained in this page, its hildren are thentraversed. On the other hand, keywords fa; b; ; i; jg of the right node of the root are not ompletelyontained in this page, its hildren are not further traversed. Then, the similar proess is onduted.Finally, this page will be reommended to the users having pro�les P4 and P5, respetively.2.3 The Update ProessAording to our data mining-based method for the inremental update as desribed above, wean redue the update ost as needed by Wu and Chen's method [13℄. For example, in Figure 1-(a),the weight of keyword f in pro�le P2 is 0.1, it is one of the short-term interests whih have the highprobability to be hanged over a short period. Aording to the updatable tree as shown in Figure3, if the user with pro�le P2 is not interested in keyword f , we an delete keyword f from the nodeontaining fe; f; gg. That is, the node ontaining fe; f; gg is hanged to the node ontaining fe; gg.For the deletion of the long-term keyword (interest), l key, in pro�le Pi, we use proedure Deleteshown in Figure 6 to deal with it. In proedure Delete, we �rst use keywords of pro�le Pi to loatethe node, W , ontaining l key in the updatable tree. If this node is leading to pro�le Pi and theother pro�les, a new long-term node, X , is reated to ontain l key, l key is deleted from node W ,and the hildren of node W should be realloated. Otherwise, keyword l key is diretly deleted fromnode W . For example, onsider that long-term keyword , referred to as l key, of pro�le P2 is beingdeleted from the tree shown in Figure 3. The node ontaining fa; b; ; i; jg, referred to as node W ,8



1: proedure Delete (l key, Pi)2: begin /* l key is the long-term keyword (interest) for pro�le Pi to be deleted. */3: loate the node, W , ontaining keyword l key of pro�le Pi in the updatable tree by usingkeywords of pro�le Pi;4: if W is the node leading to not only pro�le Pi then5: begin6: reate a new long-term node X to ontain l key;7: attah node X to node W ;8: attah the hildren of node W not leading to pro�le Pi to node X ;9: if node X has only one hild and this hild is a long-term node then10: ombine node X with its hild;11: end;12: delete l key from node W ;13: if there is no keyword ontained in node W then ombine node W with its parent;14: end; Figure 6: Proedure Delete
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(a) (b)Figure 7: The updatable tree: (a) after the deletion of long-term keyword  of pro�le P2 from the tree;(b) after the deletion of long-term keyword i of pro�le P1 from the tree.is loated. Sine this node is leading to not only pro�le P2 but also pro�le P3, a new node, X , isreated to ontain keyword . Then, node X is attahed to node W and the hild of node W notleading to pro�le P2, i.e., the node ontaining feg, is attahed to node X . Sine node X has onlyone hild that is a long-term node, node X is ombined with its hild. Next, keyword  is deletedfrom node W . After that, sine node W still ontains keywords, no further proess is proeeded.The �nal result of this deletion is shown in Figure 7-(a).Another example is that long-term keyword i of pro�le P1 is being deleted from the tree shownin Figure 7-(a). The node ontaining fig leading to pro�le P1, referred to as node W , is loated.Sine it is the only node leading to only pro�le P1, keyword i is diretly deleted from node W . After9



1: proedure Insert (l key, Pi)2: begin /* l key is a new long-term keyword (interest) for pro�le Pi. */3: loate the last long-term node, W , leading to pro�le Pi in the updatable tree by usingkeywords of pro�le Pi;4: if W is the node leading to only pro�le Pi then5: insert l key into node W6: else7: begin8: reate a new long-term node X to ontain l key;9: attah the hild of node W leading to pro�le Pi to node X ;10: attah node X to node W ;11: if hildren of node W exept node X ontain l keyand are the long-term nodes then12: begin13: delete l key from these hildren of node W ontaining l key;14: attah them to node X ;15: if there is no keyword ontained in these hildren of node W then16: ombine them with node X ;17: end;18: if node X is the only hild of node W then ombine node X with node W ;19: end;20: end; Figure 8: Proedure Insertthat, sine there is no keyword ontained in node W , this node is ombined with its parent. The�nal result of this deletion is shown in Figure 7-(b).In Figure 3, if the user with pro�le P2 is interested in keyword d over a short period, we willinsert keyword d to the node ontaining the short-term interest. That is, keyword d is inserted tothe node ontaining fe; f; gg, as shown in Figure 3.For the insertion of the long-term keyword (interest), l key, in pro�le Pi, we use proedure Insertshown in Figure 8 to deal with it. In proedure Insert, the last long-term node, W , leading topro�le Pi in the updatable tree is loated by using keywords of pro�le Pi. If this node is leading toonly pro�le Pi, keyword l key is diretly inserted into it. Otherwise, a new long-term node is reatedto ontain l key, and inserted between node W and its hild node leading to pro�le Pi. Moreover,the other hildren of node W are further heked whether they ontain keyword l key. If yes, theywill merge with node X . For example, a long-term keyword, g, is inserted into the updatable treeshown in Figure 7-(b) for pro�le P3. The last long-term node ontaining f; eg leading to pro�le P3,referred to as node W , is loated. Sine this node is leading to only pro�le P3, keyword g is diretlyinserted into this node. The result of this insertion is shown in Figure 9-(a).Another example is that a long-term keyword, f , is inserted into the updatable tree shown inFigure 9-(a) for pro�le P1. The last long-term node ontaining f; d; eg whih is leading to pro�le P1,referred to as node W , is loated. Sine this node is leading to not only pro�le P1 but also pro�les10
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(a) (b)Figure 9: The updatable tree: (a) after the insertion of long-term keyword g into the tree for pro�le P3;(b) after the insertion of long-term keyword f into the tree for pro�le P1.P4 and P5, we reate a new long-term node X to ontain keyword f and hek whether the otherhild of node W ontains keyword f (lines 7-19 in proedure Insert). This proess is proeeded asfollows. First, a new long-term node, X , is reated to ontain keyword f and the node ontainingfb; e; hg leading to pro�le P1 is attahed to node X . Next, sine the other hild of node W ontainskeyword f and is the long-term node, this hild deletes keyword f and is attahed to node X . Afterthat, sine there is no keyword ontained in this hild, it is ombined with node X . The ombinedresult is shown in Figure 9-(b). Finally, sine node X is the only hild of node W , it is ombinedwith its parent, node W .Note that if a number of insertions and deletions are operated on the short-term nodes in theupdatable tree, these operations modify only the keywords of the orresponding pro�les and do notmodify the shared keywords in the long-term nodes among the pro�les. Therefore, we do not needto reorganize the updatable tree. If a large number of insertions and deletions are operated onthe long-term nodes in the updatable tree, these operations will ause the long-term nodes to besplit, resulting in the inrease in the number of nodes in the tree and the size of the tree. Thatwill inrease the storage spae. At this point, to redue the storage spae, we will reorganize theupdatable tree. Sine users' long-term interests are rarely hanged as mentioned before, we do notneed to reorganize the updatable tree frequently.
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3. PERFORMANCEIn this setion, we make a omparison of our proposed method and Wu and Chen's index graphwith pro�le sets [13℄.3.1 The Simulation ModelWe generate syntheti pro�les to evaluate the performane [16℄. The number of pro�les is N . Tosimplify the study of the e�et of the pro�le size on performane, all pro�les have the same length,K; that is, K is �xed for all pro�les. The keywords that all pro�les hoose are omposed of theset of keywords D. So, keywords in the �rst pro�le are hosen randomly from the set of keywordsD. Moreover, the weight of eah keyword is hosen with uniform distribution from (0; 1℄. The �rstpro�le is alled \base pro�le." In our assumption, the users with similar interests are lustered intothe same group. Therefore, in order to model the similarity among pro�les, the similarity parameterQ ontrols how similar the new pro�le and the base pro�le are. That is, for eah keyword in the newpro�le, there is a probability Q that it is the same as the orresponding keyword in the base pro�le.If it is not, then the keyword in the new pro�le is piked up at random from the set of keywordsD. There is no dupliated keyword in the pro�le. Hene, by varying the value of Q from 0 to 1, wean ontrol the similarity among the pro�les. If the value of Q is 0, the keywords in all pro�les arerandomly hosen from the set of keywords D.3.2 Experimental ResultsWe generate the pro�les used in our simulation based on the setting: N = 500, K = 5, D = 50,and Q = 80%. That is, we luster 500 users with similar interests into the same group. The lengthof eah pro�le is 5. The set of keywords is omposed of 50 keywords. Moreover, we hoose 80%to deide the similarity among pro�les. Furthermore, we have threshold � = 0:5 that is used todetermine whether a keyword is a long-term interest. That is, if the weight of a keyword is greaterthan or equal to 0:5, the keyword is a long-term interest; otherwise, it is a short-term interest.In our simulation, four parameters and their default settings are listed in Table 1. Owing tothat the update proess ontains the deletion and insertion operations, we an observe the impatof the ratio between the deletion and insertion operations for the update ost. Moreover, we anadjust the ratio of the probability of modifying the short-term interests to that of modifying thelong-term interests. Note that in our simulation, there are 100 update operations applied to eahindex struture. First, we de�ne a base ase, (PD;PI) = (50%; 50%) and (PS; PL) = (80%; 20%).The �rst pair means that the probability of doing the deletion operation (PD) is 50% and that ofdoing the insertion operation (PI) is also 50%. That is, among 100 update operations, there are 50deletions and 50 insertions. The latter pair means that the probability of modifying the short-term12



Table 1: Parameters and their default settings used in the simulationParameter Default value(PD, PI) (30%, 70%), (40%, 60%), (50%, 50%),(60%, 40%), (70%, 30%)(PS, PL) (20%, 80%), (40%, 60%), (60%, 40%),(80%, 20%), (100%, 0%)PD: The probability of doing the deletion operationPI: The probability of doing the insertion operationPS: The probability of modifying the short-term interestsPL: The probability of modifying the long-term interestsTable 2: A omparison of the update ost (under the base ase)Methods The update ostWu and Chen's method 63Our method (redued %) 20 (68%)interests (PS) is 80% and that of modifying the long-term interests (PL) is 20%. That is, there are80 out of 100 update operations applied to the short-term interests and the remaining 20 updateoperations applied to the long-term ones.When we do the update operation of the keywords whih the user is (not) interested in, �rst,we must pass through the index struture to �nd the pro�le whih the user has. Then, we do theupdate operation of the keywords for the user in the index struture. Therefore, the update ostwhih we are in the simulation is the number of edges passed through in the index struture duringthe update proess. Aording to those parameters in the base ase, a omparison of the updateost in our method and Wu and Chen's method is shown in Table 2. From this result, we show thatWu and Chen's method [13℄ needs more update ost than our method. On the average, our methodan redue about the 68% update ost as ompared with Wu and Chen's method.Next, we study the impat of those parameters on the performane. The �rst parameter that wevary is PD, the probability of doing the deletion operation. The range of PD is set to 30%, 40%,50%, 60%, 70%. The PS and PL parameters are kept as their base values. Under the hange ofthe value of PD, a omparison of the update ost in our method and Wu and Chen's method isshown in Figure 10. From this result, we show that Wu and Chen's method [13℄ needs more updateost than our method. Beause the performane result of our method shown in Figure 10 is lose toa straight line, the probability of doing the deletion operation does not inuene the performanein our method. By ontrast, when the probability of doing the deletion operation is low, Wu andChen's method needs high update ost. That is, their method needs high update ost when doingthe insertion operation. On the average, our method an redue about the 64% update ost of Wuand Chen's method.The seond parameter that we vary is PS, the probability of modifying the short-term interests.The range of PS is set to 20%, 40%, 60%, 80%, 100%. The PD and PI parameters are kept as their13
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Figure 10: A omparison of the update ost (under the probability of doing the deletion operation)
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Figure 11: A omparison of the update ost (under the probability of modifying the short-term interests)base values. Under the hange of the value of PS, a omparison of the update ost in our methodand Wu and Chen's method is shown in Figure 11. From this result, we show that Wu and Chen'smethod [13℄ needs also more update ost than our method. Beause Wu and Chen's method does notonsider whether the keyword is the long-term interest or the short-term interest, the performaneresult of Wu and Chen's method shown in Figure 11 does not relate to the probability of modifyingthe short-term interests. By ontrast, as the value of PS inreases, the update ost dereases inour method. In fat, the probability of modifying the short-term interests is higher than that ofmodifying the long-term interests. Therefore, our method an redue a lot of the update ost, whenthe probability of modifying the short-term interests is high. On the average, our method an redueabout the 52% update ost of Wu and Chen's method.14
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