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Abstract
Acharya et al. 's Broadcast Disks (BD) is a peri-

odic dissemination architecture in the context of mo-
bile systems. However, BD has the empty slot problem,
resulting in the waste of bandwidth and the increase of
access time. Therefore, in this paper, we propose an
efficient broadcast program, the Binary-Number-Based
(BNB) approach, in which no empty slot is wasted with
a restriction on the broadcast frequency. Next, we pro-
pose a generalized BNB (GBNB) approach in which no
empty slot is wasted and the frequency of each disk is
decided by the given access probabilities of pages on
the disk. From our experimental results, we show that
both our BNB and GBNB have shorter mean access
time than BD.

(keywords: broadcast disks, broadcast schedule, mo-
bile information systems)

1. Introduction
In a wireless mobile network, servers may have a

relatively high bandwidth broadcast capability while
clients cannot transmit or can do so only over a lower
bandwidth (e.g., cellular) link. Such systems have
been proposed for many application domains, includ-
ing traffic directions, news and stock quotes. In such
asymmetric communication environments, a push-
based architecture that exploits the relative abun-
dance of downstream communication capacity (from
the server to the clients) is proposed [1].

In a push-based information system, servers gather
data items used frequently by mobile clients and
broadcast the desired data items in the broadcast
channel continuously and repeatedly (2, 4, 7]. The
main advantage of broadcast delivery is its scalabil-
ity: it is independent of the number of users the sys-
tem is serving. In [2], Ammar and Wong, using a
stochastic Markov Decision Process (MDP) formula-
tion, concluded that the optimal schedule for a push-
based broadcast will be periodic.

* This research was supported in part by the Na-
tional Science Council of Republic of China under Grant
No. NSC93-2213-E-110-003, and National Sun Yat-Sen
University.

There have been many strategies proposed for effi-
cient broadcast delivery [1, 5, 8]. Also, there has been
some research on reducing access time by caching [1],
where access time is the amount of time a client has
to wait for a data item that it needs. Some other re-
lated work can be found in [6] for focusing on multiple
wireless channels.

Among those strategies for efficient broadcast de-
livery, Acharya et al.'s Broadcast Disks [1] (BD) is one
of well-known periodic static algorithms, where static
broadcast means-that a broadcast where the schedule
of programs is fixed and even though the contents of a
program can change with time. It constructs a broad-
cast program which can emphasize the most popular
items and de-emphasize the less popular ones. For ex-
ample, for the requests of data items A, B, and C,
it could broadcast them as ABAC, ABAC, ..., given
that data item A has a high priority (in terms of the
access frequency) than data items B and C. The prop-
erty of periodicity in a BD broadcast has several other
advantages over a random broadcast program [1], in-
cluding allowing to prefetch data, the use of "sleep-
ing" to reduce power consumption [3], and providing
periodicity. Periodicity may be important for provid-
ing correct semantics for updates and for introducing
changes to the structure of the broadcast program.
However, on the basis of BD, some broadcast slots
may be unused, resulting in the waste of bandwidth
and the increase of access time.

Therefore, in this paper, we propose the Binary-
Number-Based (BNB) approach, in which no empty
slot is wasted, and the broadcast frequency must be
restricted to a value of 2n, n > 0. Moreover, similar
to the BD algorithm, the proposed BNB approach can
guarantee the equal space property, where the spac-
ing is the distance between two instances of an item.
The argument in favor of a rigid enforcement of equal
spacing is that for optimal periodic broadcast schedul-
ing, all instances of an item should be equally spaced
[9]. Next, we propose a generalized BNB (GBNB) ap-
proach in which no empty slot is wasted and the broad-
cast frequency of each disk is decided by the given de-
mand access probabilities of pages on the disk. From
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our experimental results, we show that both of our
BNB and GBNB approaches generate a small number
of slots in one broadcast cycle and shorter mean access
time than the BD algorithm does.

The rest of paper is organized as follows. In Sec-
tion 2, we show an example of the empty slot problem
in the BD algorithm. In Section 3, we present our
BNB and GBNB approaches to solving the empty slot
problem. The experimental results are presented in
Section 4. Finally, we conclude this paper in Section
5.

2. An Example of the Empty-Slot
Problem

Acharya et al. have proposed the use of a periodic
dissemination architecture in the context of mobile
systems. They call the architecture Broadcast Disks
[1]. The algorithm has the following steps:

1. Order the pages (= D) from hottest (most pop-
ular) to coldest.

2. Partition the list of pages (= D) into multiple
disks (= S disks), where each range (disk) i con-
tains pages (= K,) with similar access probabili-
ties. That is, D = YiS-= Ki.

3. Choose the relative frequency Ri of broadcast for
each disk i, 1 < i < S.

4. Split each disk into a number of smaller units,
called chunks Cij, where Cij denotes the j'th
chunk in disk i. First, calculate L as the LCM
(Least Common Multiple) of the relative frequen-
cies. Then, split each disk i into NCi = L/Ri
chunks, 1 < i < S, where NCi denotes the num-
ber of chunks in disk i.

5. Create the broadcast program by interleaving the
chunks of each disk in the following manner:
01 for i := 1 to L
02 for j:= 1 to S
03 begin
04 k := ((i-1) mod NCj) + 1;
05 Broadcast chunk Cj,k;
06 end;

Figure 1 shows an example of the broadcast program
generation, where S = 3, D = 13, K1 1, K2 =
3, K3 = 9, R1 = 3, R2 = 2, and R3 = 1. These
disks are split into chunks according to Step 4 of the
algorithm. That is, L (= LCM(3, 2,1)) is 6, and we
have NC1 = 2, NC2 = 3, NC3 = 6. The resulting
broadcast consists of 6 minor cycles (containing one
chunk from each disk) which is the LCM of the relative
frequencies. The resulting broadcast has a period of
24 pages with 6 empty slots.

3. The BNB Approach
On the basis of the BD algorithm, if the resulting

assignment can satisfy the condition, Ki mod NCi =

0, then there is no empty slot; that is, when Ki/NCi =
Ki/(L/Ri) = (Ki x Ri)/L results in no remainder,
there is no empty slot. (In other words, when (Ki x R,)
mod L = 0, there is no empty slot.) On the basis of
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Figure 1: A broadcast program with 6 empty slots

this observation, first, we propose the Binary-Number-
Based (BNB) approach to avoiding the empty slot
problem, with a restriction on the value of the cho-
sen relative frequency of each disk. Next, we propose
a generalized BNB (GBNB) approach in which the
broadcast frequency of each disk is decided by the
given access frequency of each page on the disk. To
make our work feasible, we have made some assump-
tions in our approach, including: (1) Each data item is
in one page of the same size. (2) The client population
and their access patterns do not change. (3) Data is
read-only. (4) Clients make no use of their upstream
communications capability. (5) When a client switches
to the public channel, it can retrieve data pages in-
mediately. (6) A query result contains only one page.
(7) The server broadcasts pages over a single channel.
3.1. The BNB Algorithm

Now, we present the proposed algorithm which par-
titions D pages into S broadcast disks such that no
empty slot occurs, where D > (2S - 1). (Note that the
limitation of D which must be greater than or equal
to (2S - 1) is to ensure that we have enough pages to
be assigned to S disks, which is proved in [10].) In the
proposed algorithm, one new variable is used:
NSi : the number of slots in a chunk of disk i, 1 <

i < S, i.e.,
NSi = _I_ = FLI%1 = FKiXRq1;

The proposed algorithm is processed as follows:

1. Let R1 = 2s-1, R2 = 2S-2,..., Rs = 20; that is,
Ri = 2s-i, 1 < i < S. Therefore, we have L =

2. Let D be represented in binary digits; that is,
D = (BqBq,1...Bo)2, Bi = 0 or 1, 0 < i < q
and q = Llog2 D]. Let H be the number of l's
appearing in Bi, 0 < i < q, and 1 < H < (q+ 1).

3. Let Ai denote the position of the i'th 1 appearing
in (BqBq-1 ... Bo)2 from the right to the left,
1 < i < H, 0 < Ai < q.

4. Call Procedure Assign to partition the number of
pages D to Ki, 1 < i < S.

5. Split each Ki into a number of smaller units,
called chunks denoted by Cij, 1 < j < NCi,
where NCi (= L/Ri) is denoted by the number
of chunks in disk i.
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Figure 2: A broadcast program without empty slots

Procedure Assign;
begin

if (H = S) then
for i := 1 to S do Ki := 2A

else if (H < S) then Split
else if (H > S) then Combine;

end;

Figure 3: The Assign procedure

6. Create the broadcast program by interleaving the
chunks of each disk following the same way as
Step 5 in Acharya et al.'s BD algorithm.

For the above algorithm, in the first step, we let
Ri = 2s-5, 1 < i < S. In this way, L = 2S-1. Then,
to make (Ki x Ri) mod 2s-' = 0, the following con-
ditions must be satisfied: (1) Ki > (2S-1 / Ri) =
2s-1/2s-' = 22-1 (i.e., Ki > 2-1), and (2) (Ki mod
22-1) = 0. In the second and third steps, we will make
D = Ts Ki, where Ki equals the sum of some 2w,
0 < W < q. Therefore, we let D be represented in bi-
nary digits; that is why our proposed strategy is called
the binary-number-based approach. Basically, we first
aim to partition those D pages to H groups, with 2w
pages each group, and then, we try to assign those
H groups of data items into S disks. We may need
to apply the split or combine operations depending on
H < S or H > S, respectively. For example, in Fig-
ure 2, we have S = 3, D = 13 =(1101)2 (which is the
same input as the case shown in Figure 1) and let R1
= 23-1 = 4, R2 = 23-2 =2, R3 = 23-3 =1. Therefore,
we have L = 4, H = 3, A1 = 0, A2 = 2 and A3 =
3. For this example, if we assign 2A, = 20 = 1 page
to disk 1, 2A2 = 22 = 4 pages to disk 2, and 2A3 =

23= 8 pages to disk 3, there is no empty slot in the
resulting broadcast program, which is the case of H
= S and is the best case. Moreover, the broadcast cy-
cle shown in Figure 2 contains 20 slots, shorter than
24 slots generated by the BD algorithm as shown in
Figure 1. However, when H 5 S, we must carefully
assign proper number of pages to each disk. We use
Procedure Assign, as shown in Figure 3, to achieve
this goal.

In Procedure Assign, three cases must be consid-
ered: (1) H = S: we let the first 2A, pages be as-
signed to disk 1, and then the next 2A2 data items
be assigned to disk 2, and so on; (2) H < S: we call
Procedure Split to split 2' pages into two 2`1 pages
and update H := H + 1, repeatedly, until H = S,
where 1 < x < q; (3) H > S: we call Procedure
Combine to combine 2x + 2' pages into one group and
update H := H - 1, repeatedly, until H = S, where
0 < x, y < (q - 1). Because of the page limitation,
the detail of Procedures Split and Combine is referred
to [10]. The correctness (which guarantees no empty
slots) of the proposed BNB approach is proved in [10].
3.2. The Generalized BNB (GBNB)

Approach
As stated in [1], the only constraint on the relative

broadcast frequencies of the disks is that they can be
expressed as positive integers. Thus, it is possible to
have arbitrarily fine distinctions in broadcasts such
as a disk that rotates 141 times for every 98 times
a slower disk rotates. However, this ratio results in a
broadcast that has a very long period due to the result
of LCM(141, 98). In addition, it is unlikely that such
fine tuning will produce any significant performance
benefit (i.e., compared with a 3 to 2 ratio). There-
fore, in practice, relative frequencies should be chosen
with care and when possible, approximated to simpler
ratios.

On the basis of the above comments, we can gener-
alize the BNB approach such that the broadcast fre-
quency of each disk is decided by the given demand
access probabilities of pages on the disk, by modifying
the step in deciding Ri. For each disk i, we let the
mean of the demand access probabilities of pages in
disk i be denoted by Pi, and Pi = (rKi{ pj/Ki). We
then let TempRi = voP//'fPs. That is, we will let
TempRs = Rs = 1. (Note that based on the lemma
stated in [9], the minimum mean access time of the pe-
riodic broadcast is achieved when the page broadcast
frequency fi oc /p, assuming that instances of each
item are equally spaced. Therefore, to achieve the near
optimal performance, we let Ri oc v/Tk.) Finally, we
let Ri be a value of the power of 2 near TempRi.

For example, given TempRi = 7, TempR2 = 2 and
TempR3 = 1, we have R1 = 8, R2 = 2, and R3 = 1.
The correctness (which guarantees no empty slots) of
the GBNB approach is proved in Theorem 1.

Theorem 1. Under the condition Ki > NCi, the
GBNB approach which has Ri = 2' and Rs = 1,
1 <_i < S, 0 < i <_ 1g2 Ks, will guarantee no empty
slot in the broadcast cycle [10].

4. Performance
In this section, we study the performance of both

of our BNB and GBNB approaches and make a com-
parison with Acharya et al.'s BD algorithm [1].
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4.1. The Performance Model
When we simulate the process of the BD algorithm,

the value of Ri's can be dependent on A, the broadcast
shape parameter. Using A, the broadcast frequency
R, of each disk i can be computed relative to Rs, the
broadcast frequency of the slowest disk (disk S) as
follows [1]:

Ri = (S - i)A + 1, and Rs = 1, 1 < i < S.
Rs

When we simulate the process of the BD algorithm,
the access probability, pi of page i can be decided
based on the Zipf distribution [1], which is typically
used to model nonuniform access patterns. The Zipf
distribution (for a specific D) can be expressed as

Pi= (1/0)/j ,< i<D7 1

where q is a parameter named access skew coefficient
or Zipf factor and D E N. When we consider the
demand access probability (from clients), we also ap-
ply the Zipf distribution with a Zipf factor -y. Here,
we partition the pages into disks of Ki pages each,
where 1 < i < S, and we assume that the probability
of accessing any page within a region is uniform; that
is, the Zipf distribution is applied to these disks [1].
Therefore, we model the demand access probability of
the ith disk (Pi) using the Zipf distribution as fol-
lows:

p= (1/i)?
- ~ ~~~~S

1 (I/)A
In this case, the first disk (Ki), which has the least
number of records, is the most frequently accessed.
Since each page i in disk k has the same demand ac-
cess probability pi, we have pi = Pk, 1 < k < S.

Two performance measures are considered in this
comparison: (1) The total number of slots in one
broadcast cycle. (2) The mean access time (or the
expected time delay) which equals multiply the prob-
ability of access for each page i (pi) with the expected
delay for that page (EDPi) and sum the results, where
EDPi denotes the average expected delay time for
page i in disk k with the relative frequency = Rk.

Since when D is fixed, different values of Ki
(EZsI Ki = D) and Ri will result in different perfor-
mance in Acharya et al.'s BD algorithm, in this com-
parison, we consider two possible cases in Acharya et
al.'s BD algorithm:

1. FixedKi: In this case, the value of Ki in the
BD algorithm is the same as that in our BNB
approach. While Ri in the BD algorithm is com-
puted as follows [1]:

Ri= (S-i)A + 1, and Rs = 1, 1 <i < S.

2. FixedJRi: In this case, the value of Ri in the
BD algorithm is the same as that in our BNB
approach; that is, Ri- 2S-i, 1 < i < S. The
value of Ki in the BD algorithm is computed by
the Zipf-like distribution as follows [1]:

Ki=Dx s (2)

where 0 is the Zipf factor. Here, K, has the
fewest pages.

All the experimental results are the average of 1000
executions.
4.2. Performance Analysis

For the total number of slots (denoted by TS) in
one major cycle in the BD algorithm, it can be com-
puted as follows:

TS = L x i=1NSi = L x LS[KiXRi]
While the total number of slots in one major cycle

in our BNB approach is computed as follows, where
L = 2S-1 and Ri = 2s-i:

TS = S1 Ki x2s-.
The mean access time (denoted by AccessT) is cal-

culated by multiplying the demand access probabil-
ity for each page i (Pi) with the expected delay for
that page (EDPi) and summing the results. That is,
AccessT = I*D1EDPi x pi.

Let SPi denote the distance (i.e., the number of
slots) between the same page i in disk k occurring in
a major cycle, where SPi = TS/Rk in both our BNB
approach and the BD algorithm. For the mean access
time (EDPi) for page i in disk k in the BD algorithm
and our BNB approach, it can be computed as follows:

EDP, = SP2/2 = TS/(2 x Rk).
In [9], this paper has proved that when instances

of each item i are equally spaced with SPi, and
SPi = (Z_1 p x l/pi, the minimum
overall mean access time (Toptima1) is achieved and
Toptimai =1/2(Zi= p 1x)2 Note that we have
li(lj) = 1 based on our assumption, where li(lj) is
the length of page i (j). We prove that SPi derived
from our BNB approach satisfies the above condition
in [10]. Obviously, when Rj = 1, EDPi = TS/2.
Moreover, for any page i in disk j, it has the same
EDPi, since those pages in disk j have the same Rj
and SPi. Therefore, we let EDDj denote the expected
delay for any page i in disk j of Kj pages, where EDDj

EDPi, 1 <j < S. Therefore, the mean access
time (AccessT) in the'BD algorithm and our BNB ap-
proach is computed as follows:
AccessT= ZD1EDPxpi =ZpEDDjxKjxPj.
4.3. Simulation Results: BNB vs. BD

In this simulation, we let 0 = 0.8, -y = 0.9. We con-
sider 6 test samples which include the combinations
of S = 2, 3, and 4 and A = 3, and 4, respectively,
for a fixed D. For each test sample, we compute the
average result for 1000 values of D which is a random
value between 4000 and 5000.

In this simulation, we first consider the case of
fixedIKi with Rs = 1 in the BD algorithm. When
A = 3 and 4, the detailed simulation results about
the total number of slots in one major cycle in the
BNB approach and the BD algorithm are shown in
Table 1, where BD denotes the BD algorithm, TWS
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Table 1: A comparison of the total number of slots

S BNB BD TWS of BD Max. TWS
A 3 4 3 4 3 4

2 4766 5286 5548 0.0 2.5 0 4
3 5034 6006 6523 40.7 71.0 65 120
4 5482 7188 9266 292.6 1574.0 484 2288

Table 2: A comparison of the mean access time
(Fixed Kj)

S BNB A=3 A=4
2 828 884 918
3 476 539 577
4 335 411 523

A = (3, 4): the mean access time in the BD algorithm.

of BD denotes the total number of wasted slots in the
BD algorithm, and Max. TWS denotes the maximum
number of wasted slots in the BD algorithm. From the
results, we show that our BNB approach always gen-
erates a smaller number slots than the BD algorithm
does. As A is increased, the total number of slots is
increased in the BD algorithm. As S is increased, the
total number of slots and the percentage of the total
number of wasted slots are also increased in the BD
algorithm. When S = 4 and A = 4, up to 2288 slots
are empty among 9266 slots in the BD algorithm.
A comparison of the average access time in the

BNB approach and the BD algorithm is shown in Ta-
ble 2. From this result, we show that the mean access

time in our BNB approach is always shorter than that
in the BD algorithm. As S is increased, the access time
is decreased in both algorithm. As A is increased, the
access time is increased in the BD algorithm.

Next, let's consider the case of fixed-Ri. A com-

parison of the average number of the total number
of slots in the BNB approach and the BD algorithm
is shown in Table 3. From this result, we show that
our BNB approach always generates a smaller number
slots than the BD algorithm does. As S is increased,
the total number of slots and the percentage of the
total number of wasted slots are increased in the BD
algorithm. When S = 4, up to 17 slots are empty
among 12530 slots in the BD algorithm.
A comparison of the mean access time in the BNB

approach and the BD algorithm is shown in Figure 4.
From this result, we show that the mean access time
in our BNB approach is always shorter than that in
the BD algorithm. As S is decreased, the mean access

time is decreased in both algorithms.

Table 3: A comparison of the total number of slots
(Fixed Ri)

S BNB BD TWS of BD Max. TWS
2 4766 6150 0.5 1
3 5034 8628 2.4 5

4 5482 12530 8.3 17

Figure 4: A comparison of the mean access time
(Fixed Ri)

Table 4: A comparison of the mean access time be-
tween BNB and the optimal case

S BNB Opt
2 2175.802 2175.802
3 2050.627 2050.627
4 1819.691 1819.691

4.4. Simulation Results: BNB vs. the
Optimal Case

Theorem 2. If the demand access probabilities of
pages are the same in each disk, the mean access time
of the BNB approach is optimal.

Proof. Because of the page limitation, the detail of
this proof is referred to [10]. O

To calculate out the optimal value of the mean ac-

cess time, i.e., Toptimal =1/2(E j px- [9] we

have to compute pi first, 1 < i < D. When the de-
mand access probabilities of pages are the same in
each disk, in our BNB approach, we have pi = Pj, 1

< j < S and 1 < i < K,. Moreover, based on [9],
the minimum mean access time is achieved when the
disk broadcast frequency Ri o V'iT, assuming that
instances of each item are equally spaced. That is,
R2 oc Pi. Therefore, in our BNB approach,

P 2 nR2S-i 2 2

Pi lR i = ( G 2 =4 1<ic<S.
It also means that Pi = 4 x Pi+1. We assume that
the sum of demand access probabilities of pages in
the broadcast file is equal to 1; therefore, we have
s=1 KiPi = 1. Furthermore, in our BNB approach,

the total number of pages (Ki) in each disk i are

known. The mean access time of the BNB approach
(under some conditions) and the optimal mean access

time are shown in Table 4, where Opt represents the
optimal case. It shows that the mean access time of
the BNB approach is optimal under the condition that
the demand access probabilities of pages are the same

in each disk.
4.5. Simulation Results: GBNB, BD

and the Optimal Case
In the BD algorithm, the total number of pages

(Ki) in each disk i follows a Zipf distribution ac-

cording to equation (2), while Ki in our GBNB ap-

proach is computed from procedure Assign. Next,
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Table 5: A comparison of the total number of slots
between GBNB and BD
S GBNB BD TWS of BD Max. TWS
2 5283.04 7793.33 0.952 2
3 5479.47 7328.43 2.934 6
4 5706.90 7889.06 15.827 29

Figure 5: A comparison of the mean access time
among GBNB, BD and Opt

for each strategy, based on the related Ki (which is
different in these two strategies), we calculate out Pi
(= zKi1 pj/Ki). On the basis of [9], the minimum
mean access time is achieved when the broadcast fre-
quency of the page is proportional to Vp/W. Therefore,
we assign the broadcast frequency of each disk i with

In the BD algorithm, we let Rs = 1 and Ri =

V7P1/v\IPs, 1 < i < S. Finally, we round the relative
frequency (R.) of each disk i to an integer. While in
our GBNB approach, we will adjust R* to be a value
of the power of 2. A comparison of the total number
of slots between the GBNB approach and the BD al-
gorithm is listed in Table 5. The comparison of the
mean access time among our GBNB, BD and the op-

timal case is shown in Figure 5, where the average

number of pages -4505 and i-0.9. From Figure 5,
we observe that the mean access time of the GBNB
approach is shorter than that of the BD algorithm.
The main reason is that our GBNB approach guaran-

tees no empty slots. Since our GBNB only guarantees
no empty slots and equal space, but the spacing SP2
does not satisfy equation

D 1

j=l
in [9], the mean access time of GBNB, of course, is
longer than that of the optimal case.

5. Conclusion
Acharya et al.'s BD algorithm has the empty slot

problem, resulting in the waste of bandwidth and the
increase of access time. In this paper, we have pre-

sented the Binary-Number-Based (BNB) approach, in
which no empty slot is wasted. Although there is
some restriction on the chosen relative broadcast fre-
quency, the proposed approach guarantees the equal

space property, which is helpful in some issues. Next,
we have presented the GBNB approach in which the
broadcast frequency of each disk is decided by the
given demand access probabilities of pages on the disk.
From our performance analysis and simulation, we

have shown that both of our BNB and GBNB ap-

proaches generate a small number of slots in one ma-

jor cycle and shorter mean access time than the BD
algorithm.
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