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Abstract

In the previous approaches to represent pictorial data, as the complexity of the representation strategy is increased, the more spatial relationships can be represented, which also results in a more complex strategy for query processing and a limited types of queries that can be answered. In this paper, we propose an efficient iconic indexing scheme called Prime-Number-based Matrix (PN Matrix) for symbolic pictures, which combines the advantages of the 2D C-string and the 9DLT matrix. Basically, the proposed strategy can represent those complex relationships which are represented in 2D C-strings in a matrix, and an efficient module-based operation can be used to support pictorial query, spatial reasoning and similarity retrieval. In the proposed scheme, we classify 169 spatial relationships between two objects in 2D space into five spatial categories, and define a category rule for each of those five spatial categories. Those category rules are module-operation-based; therefore, they are efficient enough as compared to the previous approaches. Following those category rules, we propose algorithms to efficiently support spatial reasoning, picture queries and similarity retrieval based on a data structure of a Prime-Number-based Matrix (PN Matrix).
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1 Introduction

The design of image databases has attracted much attention over the past few years. Applications which use image databases include office automation, computer aided design, robotics, and medical pictorial archiving. A common requirement of these systems is to model and access pictorial data with ease. Thus, one of the most important problems in the design of image database systems is how images are stored in the image database. In traditional database systems, the use of indexing to allow database accessing has been well established. Analogously, picture indexing techniques are needed to make ease pictorial information retrieval from a pictorial database.

Over the last decade, many approaches to represent symbol data have been proposed, as shown in Figure 1. Chang et al. propose a pictorial data structure, 2D string, using symbolic projections to represent symbolic pictures preserving spatial relationships among objects. The basic idea is to project the objects of a picture along the x-axis and y-axis to form two strings representing the relative positions of objects in the x-axis and y-axis, respectively. A picture query can also be specified as a 2D string. Based on 2D strings, several algorithms in pictorial querying, spatial reasoning and similarity retrieval are proposed, where picture querying allows the users to query images with a specified spatial relationship, spatial reasoning means the inference of a consistent set of spatial relationships among the objects in an image, and the target of similar retrieval is to retrieve the images that are similar to the query image. Based on the 2D string longest common subsequence strategy, Lee et al. propose an algorithm for similarity retrieval. Based on an object’s and spatial relationship (OSR) table strategy, Liaw also proposes an algorithm for similarity retrieval, which distinguishes whether two images are similar by comparing two sets of real numbers that are associated to these images, respectively. Besides, Costagliola et al. introduce a variation of 2D string representation for symbolic pictures, the non-redundant 2D string, which is a more compact representation than the 2D string.

However, the representation of 2D strings is not sufficient enough to describe pictures of arbitrary complexity completely. For this reason, Jungert and Chang et al. introduce more spatial operators to handle more types of spatial relationships among objects in image databases. Using these extended spatial operators, 2D G-string representation
facilitates spatial reasoning about shapes and relative positions of objects. But a 2D G-string representation scheme is not ideally economic for complex images in terms of storage space efficiency and navigation complexity in spatial reasoning. Therefore, Lee and Hsu\(^\text{[4]}\) propose a \textit{2D C-string} representation scheme. Since the number of subparts generated by this new cutting mechanism is reduced significantly, the lengths of the strings representing pictures are much shorter while still preserving the spatial relationships among objects. However, the previous abstractions ignore the relative sizes and locations of objects. Thus, similarity retrieval of images may be ambiguous and many types of queries concerning sizes, locations, and distances cannot be answered due to this inadequacy. Therefore, Huang and Jean\(^\text{[5]}\) propose a \textit{2D C\(^+\)-string} representation scheme which extends the work of Lee and Hsu,\(^\text{[4]}\) 2D C-string, by including relative metric information about the picture into the strings.

As described before, based on 2D string representation, the problem of picture query turns out to be the matching of 2D subsequences, which takes non-polynomial time complexity. This makes the picture retrieval method inappropriate for implementation, especially when the number of objects in an image is large. Therefore, Chang et al.\(^\text{[11]}\) propose
an efficient approach of iconic indexing by a nine direction lower-triangular (9DLT) matrix. Moreover, to handle large amounts of image databases, a simple algorithm for spatial match retrieval of symbolic pictures based upon 9DLT matrices is proposed by Chang et al.\cite{12} by using the concept of superimposed coding, which reduces the ratio of false match when a query picture occurs. Next, Chang et al.\cite{13} propose a module-oriented signature extraction strategy, in which prime numbers are used to compose the signatures, and the module operation will be applied when the query happens.

In the previous approaches to represent pictorial data, as the complexity of the representation strategy is increased, the more spatial relationships can be represented, which also results in a more complex strategy for query processing and a limited types of queries that can be answered. In this paper, we propose an efficient iconic indexing scheme called Prime-Number-based Matrix (PN Matrix) for symbolic pictures, which combines the advantages of the 2D C-string and the 9DLT matrix. Basically, the proposed strategy can represent those complex spatial relationships that are represented in 2D C-strings in a matrix, while it does not need any cutting strategy and complex procedures to do spatial reasoning. Moreover, the proposed strategy can be considered as an extended 9DLT matrix strategy in which more than 9 spatial relationships can be represented and an efficient module-based operation can be used to support pictorial query, spatial reasoning and similarity retrieval. In the proposed scheme, we classify those 169 spatial relationships between two objects in 2D space as observed by Lee and Hsu\cite{4} into five spatial categories, and define a category rule for each of those five spatial categories. Those category rules are module-operation-based; therefore, they are efficient enough as compared to the previous approaches. Following those category rules, we propose algorithms to efficiently support spatial reasoning, picture queries and similarity retrieval based on a Prime-Number-based Matrix (PN Matrix) strategy. In a PN Matrix, the relationships between two objects along the x-axis (or y-axis) is recorded in a number which is a product of some prime numbers. Therefore, spatial reasoning can be done very straightforwardly. For answering a pictorial query, some module operations or membership checking of a set of numbers are applied. In similarity retrieval, some new matrix operations are applied.

The rest of the paper is organized as follows. In Section 2, we give a brief description
Figure 2: A picture $f$

about the previous symbolic picture representations. In Section 3, we will present the proposed efficient iconic indexing scheme for symbolic pictures. Finally, Section 4 gives a conclusion.

2 Background

In this Section, we briefly describe several data structures for symbolic picture representation, including 2D string, 2D G-string, 2D C-string and 9DLT matrix. Moreover, we will briefly describe the strategy for spatial reasoning based on the 2D C-string representation, especially.

2.1 2D string

For pictorial information retrieval, Chang et al.\cite{2} present a new way of representing a picture by a 2D string, and a picture query can also be specified as a 2D string. The problem of pictorial information retrieval then becomes a problem of 2D subsequence matching.

Let $V$ be a set of symbols, where each symbol could represent a pictorial object or a pixel. Let $A$ be the set $\{=, <, :\}$, where $=, <$ and $:$ are three special symbols not in $V$. For example, consider the picture shown in Figure 2, $V = \{a, b, c, d, e, f\}$. The 2D string representing the above picture $f$ is as follows:

$$ (a = d < e : f = b < c, a = e : f < b = c < d), $$

where the symbol $<$ denotes the left-right or below-above spatial relationship. The symbol $=$ denotes the “at the same spatial location as” relationship and the symbol $:$ denotes the “in the same set as” relation.
Figure 3: The cutting mechanism of the 2D G-string: (a) cut along the $x$-axis; (b) cut along the $y$-axis.

### 2.2 2D G-string

The spatial operators $<$ and $=$ are not sufficient enough to give a complete description of spatial knowledge for pictures of arbitrary complexity. To represent the spatial relationship between two non-zero sized objects, especially for the case of overlapping objects, Jungert \(^{8}\) introduces some \textit{local} operators as compensation for handling more types of relationships between pictorial objects in query reasoning. Later, Chang et al.\(^{10}\) introduce the \textit{generalized 2D string} (2D G-string) with a \textit{cutting} mechanism.

Jungert extends the operators of 2D strings as \textit{global} operators $R_g$ and introduces a set of \textit{local} operators $R_l$ to handle more types of spatial relationships among non-zero sided objects (i.e., the partial overlapping relationships), which are defined as follows, where the definitions of those spatial operators are given in Table 1.

$$R_g = \{<, =, |\}.$$

$$R_l = \{\backslash, /, \%, [, ]\}.$$

The cuttings are performed at all extreme points of all the objects to segment the objects in the image. One example is shown in Figure 3, and the corresponding 2D G-string representation is as follows:

$$2D \text{ G-}x\text{-string}(f): A|A = B|A = B = D|A = D|D|C = D|D.$$

$$2D \text{ G-}y\text{-string}(f): D < B|B = C|A = B = C|A = C|A.$$
<table>
<thead>
<tr>
<th>Notation</th>
<th>Condition</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>A &lt; B</td>
<td>center(A) &lt; center(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td>A = B</td>
<td>center(A) = center(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td>A | B</td>
<td>edge to edge with</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td>A % B</td>
<td>min(A) &gt; min(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td>max(A) &lt; max(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td>length(A) &lt; length(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td>A | B</td>
<td>min(A) = min(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td>length(A) &lt; length(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td>A | B</td>
<td>max(A) = max(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td>length(A) &lt; length(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td>A \ B</td>
<td>min(A) &lt; min(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td>length(A) &lt;= length(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td>A \ / B</td>
<td>max(A) &gt; max(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
<tr>
<td></td>
<td>length(A) &lt;= length(B)</td>
<td><img src="example.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>

Table 1: Definitions of Jungert’s spatial operators
2.3 2D C-string

In 2D G-string representation, the number of segmented subparts of an object is dependent of the number of bounding lines of other objects which are completely or partly overlapping with this targeted object. For the cases of objects with overlapping, the storage space overhead is high and it is time consuming in spatial reasoning. Therefore, to overcome this problem, a 2D C-string is proposed by Lee and Hsu. A more efficient and economic cutting mechanism is described by employing a sound and characteristic set of spatial operators.

2.3.1 Representation

Table 2 shows the formal definition of the set of spatial operators, where the notation “begin(A)” denotes the value of begin-bound of object A and “end(A)” denotes the value of end-bound of object A. According to the begin-bound and end-bound of the picture objects, spatial relationships between two enclosing rectangles along the x-axis (or y-axis) can be categorized into 13 types ignoring their length. Therefore, there are 169 types of spatial relationships between two rectangles in 2D space, as shown in Figure 4. Basically, a cutting of the 2D C-string is performed at the point of partly overlapping, and it keeps the former object intact and partitions the latter object. The cutting mechanism is also suitable for pictures with many objects. Furthermore, the end-bound point of the dominating object does not partition other objects which contain the dominating object. Less cuttings and no unnecessary cuttings in 2D-C string will make the representation more efficient in the case of overlapping as shown in Figure 5. The corresponding 2D C-string is as follows:

\[ 2D\ C_{x}-\text{string}(f):\ A][B][C][A = D][D\%C. \]
\[ 2D\ C_{y}-\text{string}(f):\ D < B][C][A][A][C. \]

2.3.2 Spatial Reasoning

To solve the problem of how to infer the spatial relations along the x-axis (or y-axis) between two pictorial objects from a given 2D C-string representation, the level and rank of a symbol are used. The rank of each symbol in a 2D string proposed by Chang et al.
<table>
<thead>
<tr>
<th>Notation</th>
<th>Condition</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>A &lt; B</td>
<td>end(A) &lt; begin(B)</td>
<td>A disjoins B</td>
</tr>
<tr>
<td>A = B</td>
<td>begin(A) = begin(B) &amp; end(A) = end(B)</td>
<td>A is the same as B</td>
</tr>
<tr>
<td>A</td>
<td>B</td>
<td>end(A) = begin(B)</td>
</tr>
<tr>
<td>A % B</td>
<td>begin(A) &lt; begin(B) &amp; end(A) &gt; end(B)</td>
<td>A contains B and they have not the same bound</td>
</tr>
<tr>
<td>A [ B</td>
<td>begin(A) = begin(B) &amp; end(A) &gt; end(B)</td>
<td>A contains B and they have the same begin bound</td>
</tr>
<tr>
<td>A } B</td>
<td>begin(A) &lt; begin(B) &amp; end(A) = end(B)</td>
<td>A contains B and they have the same end bound</td>
</tr>
<tr>
<td>A / B</td>
<td>begin(A) &lt; begin(B) &amp; &lt; end(A) &lt; end(B)</td>
<td>A is partly overlapping with B</td>
</tr>
</tbody>
</table>

Table 2: Definitions of Lee’s spatial operators

Figure 4: The 169 spatial relationship types of two objects
Figure 5: The cutting mechanism of the 2D C-string: (a) cut along the x-axis; (b) cut along the y-axis.

is defined to be one plus the number of “<” preceding this symbol in a x-string or y-string. That is, the rank values of objects stand for the relative sequence in the x-string or y-string representing the relative spatial position in the original symbolic picture. Because the 2D C-string representation of symbolic pictures is constructed by employing more spatial operators, \( R_g \) and \( R_l \), the ranks of pictorial objects need to be redefined.\(^{(4)}\)

Suppose \( s_i \) is a symbol of \( x(y) \) string, the rank of \( s_i \) is denoted as \( \text{Rank}(s_i) = k_i^1, k_i^2, \ldots, k_i^l \), where \( l_i \) is the rank level of \( s_i \), denoted as \( \text{Level}(s_i) = l_i \); \( k_m^i \) is the rank value of the \( m \)-th level of \( s_i \), \( m \in [1, l_i] \). The ranking technique is actually an encoding method. The level \( l_i \) of symbol \( s_i \) means the depth of nesting within a complex object or a local body, which is used in the following rank rules. Following 9 complex rank rules recursively, the rank of any symbol in a 2D C-string can be defined.\(^{(4)}\) For instance, the 2D C-string along the \( x \)-axis of Figure 6 is as follows:

\[
A|B[(C < D|(E = F)|(G]H < J) < K|L) < M,
\]

where “()” is a pair of separators which is used to describe a set of symbols as one local body.

Then, the ranks and levels of these symbols along the \( x \)-axis are as follows:\(^{(14)}\)

\[
\begin{align*}
\text{Rank}(A) &= 1 & \text{Level}(A) &= 1 \\
\text{Rank}(B) &= 2 & \text{Level}(B) &= 1 \\
\text{Rank}(C) &= 2.0 & \text{Level}(C) &= 2 \\
\text{Rank}(D) &= 2.2 & \text{Level}(D) &= 2 \\
\text{Rank}(E) &= 2.2.1 & \text{Level}(E) &= 3 \\
\text{Rank}(F) &= 2.2.1 & \text{Level}(F) &= 3
\end{align*}
\]
The spatial knowledge is embedded in the ranks of pictorial objects. In fact, the ranks become representative of the spatial knowledge of pictorial objects in an image. All the spatial relationships except / can be inferred by using the ranks. Because the cutting mechanism of a 2D C-string is performed for the case of /, it is impossible for any two segmented subobjects or symbols to be partly overlapping.\textsuperscript{(14)} To identify the spatial relationships along the \(x\)-axis (or \(y\)-axis) between two symbols using their ranks, six complex computing rules are used.\textsuperscript{(14)} For example, assume that there are two symbols \(s_i\), \(s_j\) in a picture, \(\text{Rank}(s_i) = \text{rank}_i = k_{i1}, k_{i2}, \ldots, k_{ih}\), \(\text{Level}(s_i) = l_i\), \(\text{Rank}(s_j) = \text{rank}_j = k_{j1}, k_{j2}, \ldots, k_{jh}\), \(\text{Level}(s_j) = l_j\), and the rank values of the first \((h - 1)\) levels of \(s_i\) are equal to those of \(s_j\), i.e. \(k_{i1} = k_{j1}, k_{i2} = k_{j2}, \ldots, k_{i(h-1)} = k_{j(h-1)}\), and \(k_{ih} \neq k_{jh}\). In this case, the following computing rule determines whether a symbol \(s_i\) is edge to edge with a symbol \(s_j\) or not. If \(\exists h \in [1, \min(l_i, l_j)]\), \(\text{mod}(k_{ih} - k_{jh}, 100) = 1\), and \(\forall x \in [h + 1, l_i], k_{ix} > 100\), and \(\forall y \in [h + 1, l_j], k_{yx} = 0\), then \(s_i|s_j\).

Furthermore, to answer the spatial relationship between two objects along the \(x\)-axis (or \(y\)-axis), which are segmented into subparts, we have to compare all subparts of the objects. In general, according to the spatial relationship between these two objects’ boundary subparts, there are four cases possible. For each case, up to two comparisons between the leftmost (or rightmost) bounding subpart of those two objects are needed to determine the spatial relationship.\textsuperscript{(14)}
2.3.3 Pictorial Query

The primitive direction relationships can be inferred from the spatial operators of 2D C-strings. Four basic orthogonal directional aggregates are the main body of a 2D C-query. For example, to determine whether $A$ is in the east of $B$, the following aggregate is used: $x : A r_{A,B} B, r_{A,B} \in \{<*,|*,|,\%,*\}$ iff (east, $A, B$).\(^{[14]}\) In general, the pictorial queries in a 2D C-query can be summarized and classified into seven classes. For example, in the category of a relationship object query, to determine what objects overlap with $X$, the following rule is used: $(\text{partovlp}, ?, X) = \{A | ((x \text{ partovlp}, A, X) - (y \text{ disjoin}, A, X) - (y \text{ edge}, A, X)) \cup ((y \text{ partovlp}, A, X) - (x \text{ disjoin}, A, X) - (x \text{ edge}, A, X)) \cup ((x \text{ more}, A, X) \cap (y \text{ less}, A, X)) \cup ((x \text{ less}, A, X) \cap (y \text{ more}, A, X)) \}$, where $x \text{ partovlp} (y \text{ disjoin})$ is one of 12 1D relationship aggregates along the $x$-axis ($y$-axis). (Note that spatial reasoning is the basic work to the pictorial query. That is, the rank rules and computing rules are applied in a pictorial query, too.)

2.3.4 Similarity Retrieval

The target of similarity retrieving is to retrieve the images that are similar to the query image. Based on the maximum-likelihood or minimum-distance criterion, a new definition of type-\(i\) similar pictures in 2D C-strings is proposed by Lee and Hsu.\(^{[14]}\) Basically, similarity retrieval in 2D C-string representation is processed as follow. First, the representing 2D C-strings for the two pictures $f_1$ and $f_2$ are constructed. By applying the reasoning rules, the spatial relationships and categories among objects are inferred. According to the definition of type-\(i\) similar picture, the set of type-\(i\) similar pairs of picture $f_1$ and $f_2$ is constructed. Finally, the maximal complete subgraphs of type-0, type-1 and type-2 are found.

2.4 9DLT Matrix

Chang et al.\(^{[11]}\) classify spatial relationship into nine classes, according the $x$-axis and $y$-axis spatial relative information embedded in the picture, and suggest a nine direction lower-triangular (9DLT) matrix to represent a symbolic picture. Let there be nine direction codes (as shown in Figure 7) which are used to represent relative spatial relationships among objects. In Figure 7, $R$ denotes the referenced object, 0 represents “at the same spatial
Figure 7: The direction codes

Figure 8: 9DLT representation: (a) a symbolic picture; (b) the related 9DLT matrix.

location as $R^\prime$. 1 represents “north of $R^\prime$”, 2 represents “north west of $R^\prime$”, 3 represents “west of $R^\prime$” and so on. For the symbolic picture shown in Figure 8-(a), Figure 8-(b) is the corresponding 9DLT matrix.

3 An Efficient Iconic Indexing Scheme for Symbolic Pictures

In general, Lee and Hsu’s algorithm\(^{14}\) for spatial reasoning based on 2D C-strings can be summarized into the following three steps: (1) Following rank rules recursively, the rank value of each symbol is calculated. (2) Following computing rules, the spatial relationships between two symbols are inferred. (3) To infer the spatial relationship between two partitioned objects, the boundary of their subparts is compared. Consequently, to answer a pictorial query based on 2D C-string representation, a lot of steps are needed. Therefore,
in this Section, we propose a new iconic indexing scheme which can solve spatial queries easier and more efficiently. By observing the 169 spatial relationships in Figure 4, we can classify them into five spatial categories: disjoin, join, contain, belong and part overlap, as shown in Figure 9, 10, 11, 12 and 13, respectively. According to these five figures of these spatial categories, we discover some interesting and useful results. A category rule is derived for each spatial category. Following those category rules, we propose algorithms to efficiently support spatial reasoning, picture queries and similarity retrieval based on the Prime-Number-based Matrix (PN Matrix) representation.

3.1 Characteristics of Spatial Categories

Now, we will describe our observation of characteristics of those five spatial categories as follows. Suppose $A$ and $B$ are two objects in a picture $f$, and the spatial relationship between them in terms of $x$-axis and $y$-axis is $(Ar_{A,B}^x B, Ar_{A,B}^y B)$, where $r_{A,B}^x$ and $r_{A,B}^y$ are the spatial operators in Table 2.

1. Disjoin: One or both the $r_{A,B}^x$, $r_{A,B}^y$ spatial operators are in \{<, <∗\}. 

Figure 9: The 48 spatial relationships of category disjoin

Figure 10: The 40 spatial relationships of category join
Figure 11: The 50 spatial relationships of category *part*$_{ovel}$

Figure 12: The 16 spatial relationships of category *contain*

Figure 13: The 16 spatial relationships of category *belong*
2. Join: (a) None of the $r^x_{A,B}$, $r^y_{A,B}$ spatial operators is in $\{<,<^*\}$. And, (b) one or both the $r^x_{A,B}$, $r^y_{A,B}$ spatial operators are in $\{|,*\}$.

3. Contain: Both the $r^x_{A,B}$, $r^y_{A,B}$ spatial operators are in $\{=,\%\}$.

4. Belong: Both the $r^x_{A,B}$, $r^y_{A,B}$ spatial operators are in $\{=,\%*,[,*]\}$.

5. Part_overlap: (a) One of the $r^x_{A,B}$, $r^y_{A,B}$ spatial operators is in $\{/,/\ast\}$ and the other is in $\{\%,[,*],/=,\%*,[,*],/=\}$. Or (b) one of the $r^x_{A,B}$, $r^y_{A,B}$ spatial operators is in $\{\%,[,*]\}$ and the other is in $\{\%*,[,*]\}$.

To make those category rules more clear, we transform them into more formal descriptions. Suppose the spatial relationship between objects $A$ and $B$ is $(Ar^x_{A,B}B, Ar^y_{A,B}B)$, then the spatial category of $A$ and $B$ is described as follows.

1. Disjoin: $(r^x_{A,B} \in \{<,<^*\})$ or $(r^y_{A,B} \in \{<,<^*\})$.

2. Join: (a) $((r^x_{A,B} \notin \{<,<^*\})$ and $(r^y_{A,B} \notin \{<,<^*\}))$, and (b) $((r^x_{A,B} \notin \{|,*\})$ or $(r^y_{A,B} \notin \{|,*\})$.

3. Contain: $(r^x_{A,B} \in \{=,\%\})$ and $(r^y_{A,B} \in \{=,\%\})$.

4. Belong: $(r^x_{A,B} \in \{=,\%*,[,*]\})$ and $(r^y_{A,B} \in \{=,\%*,[,*]\})$.

5. Part_overlap: (a) $(r^x_{A,B}(r^y_{A,B}) \in \{/,/\ast\})$ and $r^y_{A,B}(r^x_{A,B}) \in \{\%,[,*],/=,\%*,[,*],/=\})$, or (b) $(r^x_{A,B}(r^y_{A,B}) \in \{\%,[,*]\})$ and $r^y_{A,B}(r^x_{A,B}) \in \{\%*,[,*]\}$.

### 3.2 Assignments of Spatial-Operator-Values (SOV) for 13 Spatial Operators

Based on the above observation, we can support efficient spatial reasoning by making use the Prime-Number-based Matrix Strategy. The major step is to assign each spatial operator a unique number according to these five spatial categories. Suppose $r$ is a spatial operator in the set $\{<,<^*,|,*,[,*],\%*,\%*,[/,*]=\}$ and $A$, $B$ are two objects in the symbolic picture. We define $sov(r)$ as the spatial-operator-value of $r$ with an initial value 1, and $sv(A,B) = sov(r^x_{A,B}) \times sov(r^y_{A,B})$ as the spatial-value of the objects pair $(A,B)$. Here comes the steps of assignments.
To classify the *disjoin* category, the prime number 2 is applied. That is,
\[
sov(<) := sov(<) \times 2; \\
sov(<^*) := sov(<^*) \times 2^2.
\]
Since only \( sov(<) \) and \( sov(<^*) \) are the multiples of 2, one \((sv(A, B) \mod 2)\) operation can determine whether one or both the \( r^x_{A,B}, r^y_{A,B} \) spatial operators are in the set \( \{ <, <^* \} \).

That is, one \((sv(A, B) \mod 2)\) operation can determine the *disjoin* category.

To classify the *join* category, the prime number 3 is applied. That is,
\[
sov(\|) := sov(\|) \times 3; \\
sov(\|^*) := sov(\|^*) \times 3^2.
\]
Since only \( sov(\|) \) and \( sov(\|^*) \) are the multiples of 3, one \((sv(A, B) \mod 3)\) operation can determine whether one or both the \( r^x_{A,B}, r^y_{A,B} \) spatial operators are in the set \( \{ |,|^* \} \). Moreover, none of the \( r^x_{A,B}, r^y_{A,B} \) spatial operator should be in the set \( \{ <, <^* \} \), so one \((sv(A, B) \mod 2)\) operation is needed. That is, one \((sv(A, B) \mod 2)\) operation and one \((sv(A, B) \mod 3)\) operation can determine the *join* category.

To classify the *contain* category, the prime number 5 is applied. We multiply 5 to the spatial-operator-value of the spatial operators which are in the set \( \{ =, %, |, [] \} \). That is,
\[
sov(r) := sov(r) \times 5, \quad \forall r \in \{ =, %, |, [] \}.
\]
From the observation of the *contain* category, one \((sv(A, B) \mod 5^2)\) operation can determine whether both the \( r^x_{A,B}, r^y_{A,B} \) spatial operators are in the set \( \{ =, %, |, [] \} \). That is, one \((sv(A, B) \mod 5^2)\) operation can determine the *contain* category. But to distinguish these four symbols, three more prime numbers must be applied. Therefore,
\[
sov(\%) := sov(\%) \times 7; \\
sov(\|) := sov(\|) \times 11; \\
sov(\|^*) := sov(\|^*) \times 13.
\]
To classify the *belong* category, the prime number 17 is applied. We multiply 17 to the spatial-operator-value of the spatial operators in the set \( \{ =, %^*, |^*, [* \} \}. That is,
\[
sov(r) := sov(r) \times 17, \quad \forall r \in \{ =, %^*, |^*, [* \}.
\]
From the observation of *contain* category, one \((sv(A, B) \mod 17^2)\) operation can determine whether both the \( r^x_{A,B}, r^y_{A,B} \) spatial operators are in the set \( \{ =, %^*, |^*, [* \} \}. That is, one \((sv(A, B) \mod 17^2)\) operation can determine the *contain* category. But to distinguish
these four symbols, three more prime numbers must be applied. Therefore,
\[ \text{sov}(\%) := \text{sov}(\%) \times 19; \]
\[ \text{sov}(\%) := \text{sov}(\%) \times 23; \]
\[ \text{sov}(\%) := \text{sov}(\%) \times 29. \]

To classify the \textit{part overlap} category, let’s consider the following two cases stated before. First, to determine whether one of the \( r_{A,B}^x, r_{A,B}^y \) spatial operators is in the set \( \{ /, /\} \), and the other is in the set \( \{ \%, [\], /, =, \%, [\], [\], /\} \), two prime numbers 31 and 37 are applied. That is,
\[ \text{sov}(/) := \text{sov}(/) \times 31; \]
\[ \text{sov}(/\%) := \text{sov}(/\%) \times 31^2; \]
\[ \text{sov}(r) := \text{sov}(r) \times 37, \quad \forall r \in \{ \%, [\], /, =, \%, [\], [\], /\}. \]

Therefore, one \((\text{so}(A, B) \mod (31 \times 37^2))\) operation can determine whether one of the \( r_{A,B}^x, r_{A,B}^y \) spatial operators is in the set \( \{ /, /\} \), and the other is in the set \( \{ \%, [\], /, =, \%, [\], [\], /\} \). That is, one \((\text{so}(A, B) \mod (31 \times 37^2))\) operation can determine the first case of the \textit{part overlap} category.

Second, to determine whether one of the \( r_{A,B}^x, r_{A,B}^y \) spatial operators is in the set \( \{ \%, [\], [\] \}, and the other is in the set \( \{ \%, [\], [\%],[\] \} \), two prime numbers 41 and 43 are applied. That is,
\[ \text{sov}(r) := \text{sov}(r) \times 41, \quad \forall r \in \{ \%, [\], [\] \}; \]
\[ \text{sov}(r) := \text{sov}(r) \times 43, \quad \forall r \in \{ \%, [\], [\] \}. \]

Therefore, one \((\text{so}(A, B) \mod (41 \times 43))\) operation can determine whether one of the \( r_{A,B}^x, r_{A,B}^y \) spatial operators is in the set \( \{ \%, [\], [\] \}, and the other is in the set \( \{ \%, [\], [\%],[\] \}. \)

That is, one \((\text{so}(A, B) \mod (41 \times 43))\) operation can determine the second case of the \textit{part overlap} category. Consequently, one \((\text{so}(A, B) \mod (31 \times 37^2))\) operation and one \((\text{so}(A, B) \mod (41 \times 43))\) operation can determine the \textit{part overlap} category.

According to the above descriptions, we have assigned each spatial operator a unique value which can be used to determine different spatial categories efficiently. However, in order to determine the spatial relationships between any two objects efficiently, we have to make each of the spatial-operator-values of these spatial operators indivisible by the spatial-operator-value of any other spatial operator. That is, no one spatial-operator-value
Figure 14: The assignments of those 13 spatial operators

\[
\begin{align*}
\lt : 2 \times 47 & & <^\ast : 2^2 \\
\mid : 3 \times 53 & & \mid^\ast : 3^2 \\
\% : 5 \times 7 \times 37 \times 41 & & \%^\ast : 17 \times 19 \times 37 \times 43 \\
[ : 5 \times 13 \times 37 \times 41 & & [^\ast : 17 \times 29 \times 37 \times 43 \\
] : 5 \times 11 \times 37 \times 41 & & ]^\ast : 17 \times 23 \times 37 \times 43 \\
/ : 31 \times 37 \times 59 & & */ : 31^2 \times 37 \\
\mathbf{=}: 5 \times 17 \times 37 & & \\
\end{align*}
\]

Figure 15: Category rules

<table>
<thead>
<tr>
<th>Category</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Disjoin</strong></td>
<td>if ( sv(A, B) \mod 2 = 0 ).</td>
</tr>
<tr>
<td><strong>Join</strong></td>
<td>if ( sv(A, B) \mod 2 \neq 0 ), and ( sv(A, B) \mod 3 = 0 ).</td>
</tr>
<tr>
<td><strong>Contain</strong></td>
<td>if ( sv(A, B) \mod 5^2 = 0 ).</td>
</tr>
<tr>
<td><strong>Belong</strong></td>
<td>if ( sv(A, B) \mod 17^2 = 0 ).</td>
</tr>
<tr>
<td><strong>Part_overlap</strong></td>
<td>if ( sv(A, B) \mod (31 \times 37^2) = 0 ), or ( sv(A, B) \mod (41 \times 43) = 0 ).</td>
</tr>
</tbody>
</table>

of a spatial operator is a multiple of the spatial-operator-value of any other spatial operator.

Therefore, we let \( sov(<) := sov(<) \times 47 \) to distinguish spatial operators \(< \) and \(<^\ast \), let \( sov(\mid) := sov(\mid) \times 53 \) to distinguish spatial operators \( \mid \) and \( \mid^\ast \), and let \( sov(/) := sov(/) \times 59 \) to distinguish spatial operators \( / \) and \( */ \). Finally, the assignments of spatial-operator-values for these 13 spatial operators are shown in Figure 14, and the five category rules based on the module operation are shown in Figure 15.

### 3.3 Data Structure for Pictorial Symbol Representation: The Prime-Number-based Matrix (PN Matrix)

In the 9DLT matrix representation, the spatial relationships between each object pairs are obvious. Thus, spatial reasoning and pictorial query could work efficiently. However, it is conspicuous that a 9DLT matrix concluding the spatial relationships between two objects into nine types is insufficient. Conversely, the 2D C-string represents a picture more precisely since it concludes the spatial relationships into 169 types. However, spatial reasoning based on the 2D C-string representation is not so straightforward. Therefore, we propose a Prime-Number-based Matrix (PN Matrix) strategy to preserve the spatial
information in the 2D C-string representation by using an extended 9DLT matrix which can support to answer the spatial relationship directly and support pictorial query and similarity retrieval easily.

Suppose a picture \( f \) contains \( m \) objects and let \( V = \{ v_1, v_2, ..., v_m \} \). Let \( A \) be the set of 13 spatial operators \( \{ <, <^*, |, [], [^*], \|, \|*, /, /^*, = \} \). An \( m \times m \) spatial matrix \( S \) of picture \( f \) is defined as follows:

\[
S = \begin{bmatrix}
  v_1 & v_2 & \cdots & v_{m-1} & v_m \\
  0 & r_{1,2}^y & \cdots & \cdots & \cdots \\
  r_{1,2}^x & 0 & \cdots & \cdots & \cdots \\
  \vdots & \vdots & \ddots & 0 & \cdots & \cdots \\
  \vdots & \vdots & \ddots & 0 & \cdots & \cdots \\
  \vdots & \vdots & \ddots & \ddots & 0 & \cdots & \cdots \\
  v_{m-1} & \cdots & \cdots & 0 & r_{m-1,m}^y \\
  v_m & r_{m,1}^x & \cdots & \cdots & r_{m-1,m}^x & 0
\end{bmatrix}
\]

where the lower triangular matrix stores the spatial information along the \( x \)-axis, and the upper triangular matrix stores the spatial information along the \( y \)-axis. That is, \( S[v_i, v_j] = r_{j,i}^x \) if \( i > j \); \( S[v_i, v_j] = r_{i,j}^y \) if \( i < j \); \( S[v_i, v_j] = 0 \) if \( i = j \), \( \forall v_i, v_j \in V \), \( \forall r_{j,i}^x, r_{i,j}^y \in A \), \( 1 \leq i, j \leq m \), where \( r_{j,i}^x \) is the spatial operator between objects \( v_i \) and \( v_j \) along the \( x \)-axis and \( r_{i,j}^y \) is the spatial operator between objects \( v_i \) and \( v_j \) along the \( y \)-axis. Note that in this representation, we always record the relationships between two objects \( v_i \) and \( v_j \) from the view point of object \( v_i \) no matter along the \( x \)-axis or the \( y \)-axis, where \( i < j \). That is why \( S[v_i, v_j] = r_{j,i}^x \) when \( i > j \).

For the pictorial picture shown in Figure 16, the corresponding spatial matrix \( S \) is shown as follows:

\[
S = \begin{bmatrix} \% & \%^* & /^* \\ 0 & % & %^* & /^* \\ < & 0 & <^* & %^* \end{bmatrix}
\]

According to the assignments of spatial-operator-values for those 13 spatial operators described before, we can transform the spatial matrix \( S \) of \( f \) into a PN Matrix \( T \) by replacing each spatial operator \( r_{j,i}^x \) (: \( r_{i,j}^y \)) with its unique spatial-operator-value as follows:
3.4 Spatial Reasoning Based on the PN Matrix Representation

Spatial reasoning means the inference of a consistent set of spatial relationships among the objects in an image. Based on the PN Matrix, it is easy to retrieve the spatial relationships of each pair of objects along the x-axis and y-axis straightforwardly, since this information is recorded directly in the matrix. Moreover, the category of each pair of objects can be inferred by following the category rules as shown in Figure 15, in which only one or two module operations on the sv value (the spatial value) are needed.

3.5 Pictorial Query Based on the PN Matrix Representation

A pictorial query allows the users to query images with a specified spatial relationship. For example “display all images with a lake east of a mountain”. In this Section, we will describe the pictorial query processing based on the PN Matrix representation according to the query types classified by Lee and Hsu.\(^{14}\) First, the following basic orthogonal directional aggregates are the main body of a PN Matrix query.

1. \(x\): (east, \(A, B\)) iff \(r_{A,B}^e \in \{<*,|*,|,\%,*\}\) (i.e., iff \(sov(r_{A,B}^e) \in \{2^2,3^2,5 \times 13 \times 37 \times 41,5 \times 7 \times 37 \times 41,31^2 \times 37\}\)).
2. \( y: (\text{north, } A, B) \) iff \( r_{A,B}^y \in \{ <^*, [^*, [^*, [^*, [^*, [/^* \} \) (i.e., iff \( sov(r_{A,B}^y) \in \{ 2^2, 3^2, 5 \times 13 \times 37 \times 41, 5 \times 7 \times 37 \times 41, 31^2 \times 37 \} \).\

3. \( x: (\text{west, } A, B) \) iff \( r_{A,B}^x \in \{ <, [^*, [^*, [^*, [^*, [/^* \} \) (i.e., iff \( sov(r_{A,B}^x) \in \{ 2 \times 47, 3 \times 53, 5 \times 13 \times 37 \times 41, 5 \times 7 \times 37 \times 41, 31 \times 37 \times 59 \} \).\

4. \( y: (\text{south, } A, B) \) iff \( r_{A,B}^y \in \{ <, [^*, [^*, [^*, [^*, [/^* \} \) (i.e., iff \( sov(r_{A,B}^y) \in \{ 2 \times 47, 3 \times 53, 5 \times 13 \times 37 \times 41, 5 \times 7 \times 37 \times 41, 31 \times 37 \times 59 \} \).\

Therefore, the primitive direction relationship problem becomes a membership checking of a set of numbers. Then, the pictorial queries based on a PN Matrix can be processed as follows.

(A) **Orthogonal direction object queries.**

For this class of queries, we still have to follow the same 15 spatial rules as described by Lee and Hsu.\(^{14}\) For example, to determine which object is in the east-north of object \( X \), the following rule is used, \((\text{ne, }, \?, X) = \{ A | (\text{north, } A, X) \cap (\text{east, } A, X) \} \).\

(B) **Category relationship object queries.**

This class of queries allows the users to retrieve the objects with a specified category and object, for example, “find those objects which are disjoin with object \( A \).” Based on PN Matrix representation, this class of queries can be easily answered by applying the module operation as shown in Figure 15, where the constant \( B \) is replaced with a variable \( X \) to denote the unknown object.

(C) **Auxiliary relationship object queries.**

This class of queries allows the users to retrieve the objects with a specified auxiliary relationship and an object, where auxiliary relations contain \( \text{same, surround and part.surround, and two symmetric-inverse relationships surround and part.surrounded.} \)

We can make use of \( sov \) of spatial operators to process this class of queries.

(a) \( A \) is the same as \( B \), if \( A \) is at the same location as \( B \) along western, eastern, southern, and northern directions. That is, \( A \) is the same as \( B \) if both \( r_{A,B}^x \) and \( r_{A,B}^y \) are \( = \) (i.e., \( sv(A, B) \mod (5^2 \times 17^2 \times 37^2) = 0 \)).
(b) A surrounds B, if A contains B, and A completely surrounds B along four orthogonal directions. That is, A surrounds B if both \( r^x_{A,B} \) and \( r^y_{A,B} \) are \( % \) (i.e., \( sv(A, B) \) mod \((5^2 \times 7^2 \times 37^2 \times 41^2) = 0\)).

(c) A part_surrounds B, if A contains B, and A surrounds B along two or three orthogonal directions. That is, A part_surrounds B iff A contains B, A is not the same as B and A does not surround B (i.e., \( sv(A, B) \) mod \(5^2 = 0, sv(A, B) \) mod \((5^2 \times 17^2 \times 37^2) \neq 0\), and \( sv(A, B) \) mod \((5^2 \times 7^2 \times 37^2 \times 41^2) \neq 0\)).

(D) Icon relationship object queries.
This type of queries allow the users to retrieve all objects with a specified icon in Figure 4. For example, to retrieve the objects whose spatial relationships with object A along x-axis and y-axis are \( / \) and \( \| \) respectively, a set of objects \( S \) will be retrieved, where \( S = \{ B | sv(r^x_{A,B}) \) mod \((31 \times 37 \times 59) = 0 \) and \( sv(r^y_{A,B}) \) mod \((3 \times 53) = 0 \}\).

(E) Icon relationship queries.
This type of queries allow the users to retrieve the spatial relation icon in Figure 4 with two specified objects, for example, “find the spatial relationship icon of objects A and B.” It is clear that the work is similar to the above query class D.

(F) Category relationship queries.
This type of queries can answer the spatial category according to two given objects. To find the spatial category with objects A and B, category rules described in Section 3.4 are used. For example, A contains B iff \( sv(A, B) \) mod \(5^2 = 0\).

(G) Orthogonal direction queries.
Finally, the orthogonal spatial relationship between objects A and B can be examined. The four orthogonal directional aggregates described above are used.

3.6 Similarity Retrieval based on the PN Matrix Representation
The target of similar retrieval is to retrieve the images that are similar to the query image. In this Section, we will describe the similar types and the corresponding similarity retrieval
algorithm based on our PN Matrix strategy. Basically, we will show how those similar types which are defined in the 2D C-string representation\(^4\) can be determined based on our PN Matrix representation. Now, the definitions of the similar types\(^1\) are described as follows.

**Definition 1** Picture \(f'\) is a type-i unit picture of \(f\), if (1) \(f'\) is a picture containing the two objects \(A\) and \(B\), represented as \(x\): \(Ar^x_{A,B}B\), \(y\): \(Ar^y_{A,B}B\), (2) \(A\) and \(B\) are also contained in \(f\) and (3) the relationships between \(A\) and \(B\) in \(f\) are represented as \(x\): \(Ar^x_{A,B}B\), and \(y\): \(Ar^y_{A,B}B\), then,

\[
\begin{align*}
\text{(type-0): } & \text{Category}(r^x_{A,B}, r^y_{A,B}) = \text{Category}(r'^x_{A,B}, r'^y_{A,B}); \\
\text{(type-1): } & \text{Category}(r^x_{A,B} = r'^x_{A,B} \text{ or } r^y_{A,B} = r'^y_{A,B}); \\
\text{(type-2): } & r^x_{A,B} = r'^x_{A,B} \text{ and } r^y_{A,B} = r'^y_{A,B};
\end{align*}
\]

where \(\text{Category}(r^x_{A,B}, r^y_{A,B})\) denotes the relationship category of the spatial relationship as shown in Table 4.

**Definition 2** Given a matrix \(M_1\), a matrix operator \(R\) is defined as follows:

Let \(M = (M_1)^R\), where \(M(i, j) = M_1(i, j) \ast M_2(j, i) \quad \forall \ 1 \leq i \leq m, 1 \leq j < i\).

**Definition 3** Given two matrices \(M_1\) and \(M_2\), a matrix operator \(\rightarrow\) is defined as follows:

Let \(M = M_1 \rightarrow M_2\), where \(M(i, j) = M_1(i, j) - M_2(i, j) \quad \forall \ 1 \leq j \leq i \leq n\).

**Definition 4** Given a \(m \times m\) PN Matrix \(T\), the corresponding category matrix \(C\) is defined as follows. \(C[i, j] = 1, \text{ if } (T[i, j] \times T[j, i]) \mod 2 = 0; C[i, j] = 2, \text{ if } (T[i, j] \times T[j, i]) \mod 2 = 1, \text{ and } (T[i, j] \times T[j, i]) \mod 3 = 0; C[i, j] = 3, \text{ if } (T[i, j] \times T[j, i]) \mod 5 = 0; C[i, j] = 4, \text{ if } (T[i, j] \times T[j, i]) \mod 17 = 0; C[i, j] = 5, \text{ if } (T[i, j] \times T[j, i]) \mod (31 \times 37^2) = 0, \text{ or } (T[i, j] \times T[j, i]) \mod (41 	imes 43) = 0, 1 \leq i \leq m, 1 \leq j < i. \text{ That is, } C[i, j] = 1, 2, 3, 4, 5 \text{ if the relationship between objects } v_i \text{ and } v_j \text{ is of the disjoin, join, contain, belong and part_overlap category, respectively, by following the category rules.}

Based on these two new matrix operators, \(R\) and \(\rightarrow\), the following three algorithms, type-0, type-1, type-2 are used to determine whether two pictures are of type-0, type-1, type-2 similarity, respectively, given two PN Matrices \(T_1\) and \(T_2\).

**Algorithm (type-0)**

(1) \(T'_1 = (T_1)^R, \ T'_2 = (T_2)^R\).
(2) Following the category rules, find the category matrix $C_1$ and $C_2$ representing the two pictures $f_1$ and $f_2$, respectively.

(3) $C = C_1 - C_2$. If $C$ is zero in the lower triangular matrix, these two pictures are of type-0 similarity; otherwise, there is no match.

Algorithm (type-1)

(1) Algorithm (type-0) passed.

(2) $T = T_1 - T_2$.

(3) $T^* = (T)^R$.

If $T^*$ is zero in the lower triangular matrix, these two pictures are of type-1 similarity; otherwise, there is no match.

Algorithm (type-2)

(1) $T = T_1 - T_2$. If $T$ is zero, these two pictures are of type-2 similarity; otherwise, there is no match.

Now, we use one example to show how those algorithms work. Consider the pictures as shown in Figure 17.

(Step 1) Find the spatial matrices $S_1$ and $S_2$ and the PN matrices $T_1$ and $T_2$ representing the two pictures $f_1$ and $f_2$, respectively.
\[
S_1 = \begin{bmatrix}
A & B & C & D \\
0 & */ & */ & <* \\
A & B & % & 0 & */ & <* \\
C & < & < & 0 & <* \\
D & / & %* & 0 \\
\end{bmatrix}
\]

\[
T_1 = \begin{bmatrix}
A & B & C & D \\
A & 0 & 31^2 \times 37 & 31^2 \times 37 & 2^2 \\
B & 5 \times 7 \times 37 \times 41 & 0 & 31 \times 37 \times 59 & 2^2 \\
C & 2 \times 47 & 2 \times 47 & 0 & 2^2 \\
D & 31 \times 37 \times 59 & 31 \times 37 \times 59 & 17 \times 19 \times 37 \times 43 & 0 \\
\end{bmatrix}
\]

\[
S_2 = \begin{bmatrix}
A & B & C & D \\
A & 0 & */ & */ & <* \\
B & / & 0 & / & <* \\
C & < & < & 0 & <* \\
D & / & %* & 0 \\
\end{bmatrix}
\]

\[
T_2 = \begin{bmatrix}
A & B & C & D \\
A & 0 & 31^2 \times 37 & 31 \times 37 \times 59 & 2^2 \\
B & 31 \times 37 \times 59 & 0 & 3 \times 53 & 2^2 \\
C & 2 \times 47 & 2 \times 47 & 0 & 2^2 \\
D & 31 \times 37 \times 59 & 17 \times 19 \times 37 \times 43 & 17 \times 23 \times 37 \times 43 & 0 \\
\end{bmatrix}
\]

(Step 2) Calculate \(T_1'\) and \(T_2'\).

\[
T_1' = (T_1)^R = \begin{bmatrix}
A & B & C & D \\
A & 5 \times 7 \times 31^2 \times 37^2 \times 41 \\
B & 2 \times 31^2 \times 37 \times 47 & 2 \times 31 \times 37 \times 47 \times 59 \\
C & 2^2 \times 31 \times 37 \times 59 & 2^2 \times 31 \times 37 \times 59 & 2^2 \times 17 \times 19 \times 37 \times 43 \\
D & \\
\end{bmatrix}
\]

\[
T_2' = (T_2)^R = \begin{bmatrix}
A & B & C & D \\
A & 31^3 \times 37^2 \times 59 \\
B & 2 \times 31 \times 37 \times 47 \times 59 & 2 \times 3 \times 47 \times 53 \\
C & 2^2 \times 31 \times 37 \times 59 & 2^2 \times 17 \times 19 \times 37 & 2^2 \times 17 \times 23 \times 37 \times 43 \\
D & \\
\end{bmatrix}
\]
(Step 3) Following the category rules, compute the corresponding category matrices, where 1, 2, 3, 4 and 5 mean the disjoin, join, contain, belong and part-overlap relationship, respectively.

\[
C_1 = \begin{bmatrix}
A & B & C & D \\
B & 5 & & \\
C & 1 & 1 & \\
D & 1 & 1 & 1
\end{bmatrix} \\
C_2 = \begin{bmatrix}
A & B & C & D \\
B & 5 & & \\
C & 1 & 1 & \\
D & 1 & 1 & 1
\end{bmatrix}
\]

(Step 4) Check type-0 similarity. Since \(C = 0\) in the lower triangular matrix, these two pictures are of type-0 similarity.

\[
C = C_1 - C_2 = \begin{bmatrix}
A & B & C & D \\
B & 0 & & \\
C & 0 & 0 & \\
D & 0 & 0 & 0
\end{bmatrix}
\]

(Step 5) Check type-1 similarity. Since \(T = 0\) in the lower triangular matrix, these two pictures are of type-1 similarity.

\[
T = (T_1 - T_2)^R = \begin{bmatrix}
A & B & C & D \\
B & 0 & & \\
C & 0 & 0 & \\
D & 0 & 0 & 0
\end{bmatrix}
\]

(Step 6) Check type-2 similarity. Since \(T \neq 0\), these two pictures are not of type-2 similarity.

\[
T = T_1 - T_2 \neq \begin{bmatrix}
A & B & C & D \\
B & 0 & 0 & 0 \\
C & 0 & 0 & 0 \\
D & 0 & 0 & 0
\end{bmatrix}
\]

3.7 A Comparison

In this subsection, we make a comparison of our proposed strategy and the previous proposed representation strategies, which is as shown in Table 3.
Table 3: A Comparison

The first item considers the data structure to represent the spatial relationships. Only the 9DLT matrix representation and the PN matrix representation record the spatial relationships in matrices. In this way, efficient matrix operations are applied, instead of complex string comparison strategies used for string representation. The second item considers the contents of representation. Only 9DLT matrix representation records the relationship in 2D space, instead of the relationship along the x-axis and the y-axis recorded in other proposed strategies. Recording spatial relationship in 2D space makes pictorial query easy; however, the 9DLT matrix strategy records only 9 spatial relationships. The third item concerns about whether a cutting mechanism is applied. Cutting mechanisms are applied in 2D G-string and 2D C-string representation strategies to handle overlapping objects. Since cuttings make an object into more than one components, more symbols will be used, which results in a requirement of large storage space and complex query processing strategies. Although the 2D string and 9DLT matrix representations do not need cutting mechanisms, less spatial relationships could be recorded. While in our proposed strategy, we do not need the cutting mechanisms, but we still can handle the cases of overlapping objects. The forth item shows the number of spatial relationships in each of proposed strategies. Only 9 spatial relationships can be recorded in the 2D string and 9DLT matrix representations. Although the 2D G-string and 2D C-string representation strategies can record 169 spatial relationships, they need cutting mechanisms. Our proposed strategy is the only one that can record 169 spatial relationships without cutting.
The fifth item concerns about whether it is easy or difficult to do spatial reasoning, where spatial reasoning means the inference of a consistent set of spatial relationships among the objects in an image. In general, if a cutting mechanism is used in the representation, then it is hard to do spatial reasoning as described in Section 2.3. The sixth item considers the way to process a pictorial query, where a pictorial query allows the users to query images with a specified spatial relationship. The 2D string representation strategy processes a pictorial query by using string matching. The 2D C-string representation strategy processes pictorial queries by using complex rank rules and computing rules. The 9DLT matrix representation strategy processes pictorial queries by using matrix minus operations. Our proposed strategy processes pictorial queries by using the module operation, which is more efficient as compared to the strategies used in the other representations. The last item shows the number of similar types which a representation strategy can distinguish. Basically, our proposed strategy can distinguish the same three similar types defined in the 2D C-string representation strategy.

4 Conclusion

Picture indexing techniques are needed to make ease pictorial information retrieval from a pictorial database. In this paper, we have proposed an efficient iconic indexing scheme called Prime-Number-based Matrix (PN Matrix) for symbolic pictures, which combines the advantages of the 2D C-string and the 9DLT matrix. In the proposed scheme, we have designed each spatial operator a unique value which is a product of some prime numbers, and derived five category rules. Since those category rules are module-operation-based, they are efficient enough as compared to the previous approaches. We have also proposed a Prime-Number-based Matrix data structure to represent pictorial data, in which the relationship between two objects is recorded obviously. Consequently, spatial reasoning can be done very straightforwardly. For answering a pictorial query, some module operations or membership checking of a set of numbers have been applied. In similarity retrieval, some new matrix operations have been applied. A picture is defined to be ambiguous if there exists more than one different reconstructed picture from its representation. How to handle the problem of an ambiguous picture is one future research direction. Furthermore, how
to efficiently handle large amounts of image databases is also an important future research direction.
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